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Mechanistic Prediction of
Nucleate Boiling Heat
Transfer–Achievable or a
Hopeless Task?
Over the last half of the twentieth century, a number of purely empirical and mechanism-
based correlations have been developed for pool nucleate boiling. Empirical correlations
differ from each other substantially with respect to the functional dependence of heat flux
on fluid and surface properties, including gravity. The mechanism-based correlations
require knowledge of the number density of active sites, bubble diameter at departure,
and bubble-release frequency. However, because of the complex nature of the subpro-
cesses involved, it has not been possible to develop comprehensive models or correlations
for these parameters. This, in turn, has led to the pessimistic view that mechanistic
prediction of nucleate boiling is a hopeless task. However, there is an alternative to the
past approaches—complete numerical simulation of the boiling process. Value of this
approach for bubble dynamics and associated heat transfer is shown through excellent
agreement of predictions with data obtained on microfabricated surfaces on which active
nucleation sites can be controlled. �DOI: 10.1115/1.2136366�

1 Introduction
Numerous studies of different modes of boiling have been re-

ported in the literature during the last half of the twentieth century.
Of the three modes of boiling—film, nucleate, and transition
boiling—film boiling is most amenable to analysis. Nucleate and
transition boiling are most complex, and invariably empirical cor-
relations or correlations having a mechanistic basis have been
proposed. The correlations serve a useful purpose in their appli-
cation to engineered systems. However, because of their limited
range of applicability, they can rarely be applied with confidence
to new situations. In addition, many of these correlations for the
global process, are rarely consistent at the subprocess level.
Mechanistic models based on basic principles can alleviate this
problem. For this purpose, effort has continued to be made by
researchers to develop mechanistic models. In this work, we first
review the past work on nucleate boiling heat transfer and there-
after provide results from a new approach that is based on direct
numerical simulation of the process.

2 Past Studies
Past studies of nucleate boiling have resulted in either empirical

correlations for the dependence of wall heat flux on wall superheat
and other fluid and solid surface properties or correlations that are
based on modeling of the underlying subphenomena.

2.1 Empirical Correlations. The earliest correlation for pool
nucleate boiling is that due to Rohsenow �1�. In developing the
correlation, Rohsenow reduced the phase-change problem to a
single-phase forced convection problem. He proposed that heat
from the wall was removed by liquid motion induced by vapor
bubbles rising in the liquid pool. Thus, he related the Nusselt

number to Reynolds and Pandtl numbers, with the characteristic
length being the diameter of the departing bubble. As such, he
correlated the data as

RebPrl

Nub
= CsReb

mPrl
n �1�

or

cpl�Tw

hfg
= Cs�q� �

g��l − �v�
�lhfg

�
1/3

Prl
1 or 1.7 �2�

The exponents m and n were found empirically. It was also found
that a value of 1/3 for m would fit the data well. The exponent n
was given a value of 1 for water and 1.7 for all other liquids. The
proportionality constant Cs depended on heater material and fluid
combination, but no attempt was made to relate the value of Cs to
surface conditions. Liaw and Dhir �2� have shown that Cs varies
with contact angle and its value increases as the contact angle is
decreased. Equation �2� can be rewritten as

q� �

g��l − �v�
�lhfg

= Cs
−3� cpl�Tw

hfg
	3

Prl
−3 or −5.1 �3�

Almost three decades later, Stephan and Abdelsalam �3� devel-
oped a comprehensive correlation for saturated pool nucleate boil-
ing of different liquids. In developing the correlation, they divided
the data into four liquid groups: water, hydrocarbons, cryogenic
liquids, and refrigerants. The dimensionless heat flux was related
to several dimensionless parameters that depended on fluid and
solid properties. The important fluid property groups were identi-
fied through regression analysis, and the values of exponents of
the property group were obtained by matching predictions with
data. In developing the correlation, data from different heater geo-
metrics �such as flat plates, horizontal cylinders, vertical cylin-
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ders, etc.� were used. In addition, surface roughness was assumed
to be 1 �m for all heaters. They also developed a generalized
correlation applicable to all liquids,

qDd

�Tkl
= 0.23
 qDd

klTsat
�0.674
�v

�l
�0.297
hfgDd

2

�l
2 �0.371

�
�l − �v

�l
�−1.73
�l

2�l

�Dd
�0.35

�4�

where Dd is the bubble diameter at departure.
Cooper �4� has proposed a much simpler correlation for satu-

rated pool nucleate boiling. His correlation employs reduced pres-
sure, molecular weight, and surface roughness as the correlating
parameters. The correlation for a flat plate is

q1/3

�Tw
= 55.0�
 P

Pc
�0.12−0.21 log10 Rp	
− log10

P

Pc
�−0.55

M−0.5 �5�

In Eq. �5�, Rp is the surface roughness measured in microns. Coo-
per suggested that for application of the correlation to the hori-
zontal cylinders, the lead constant on the right-hand side should
be increased to 95. Also, q is given in watts per square meters.

It should be noted that all of the correlations suggest that wall
heat flux varies as �Tw

3 . Rohsenow’s correlation suggests heat flux
to vary as the square root of gravity, whereas the other two cor-
relations indicate heat flux to be virtually independent of gravity.
Equation �5� accounts for surface roughness, but does not account
for the variation in the degree of surface wettability. Rohsenow’s
correlation implicitly accounts for surface wettability through the
proportionality constant Cs, whereas the generalized correlation of
Stephan and Abdelsalam bounds the data for a wide range of
contact angles. Similarly, while Eq. �5� accounts for heater geom-
etry, the other two correlations are independent of heater geom-
etry.

2.2 Mechanism-Based Correlations. In partial nucleate boil-
ing or in the isolated bubble regime, transient conduction into
liquid adjacent to the heater surface is one of the important
mechanisms for heat transfer from an upward-facing horizontal
surface. After bubble inception, the superheated liquid layer is
pushed outward and mixes with the bulk liquid. During the
growth phase, the bubble acts like a pump in removing the super-
heated liquid from the heater surface and replacing it with cold
liquid upon departure. This mechanism was originally proposed
by Forster and Greif �5�. Combining the contribution of transient
conduction on and around nucleation sites, microlayer evaporation
underneath the bubbles and natural convection on inactive areas
of the heater, an expression for partial nucleate boiling heat flux is
obtained as

q =
K2

2
���k�cp�l fDd

2Na�Tw + 
1 −
K2Na�Dd

2

4
�h̄nc�Tw

+ h̄ev�TNa

�Dd
2

4
�6�

Only the first two terms in Eq. �6� were included in the original
model proposed by Mikic and Rohsenow �6�. The addition of the
last term on the right-hand side of Eq. �6� was suggested by Judd
and Hwang �7�. This term accounts for evaporative heat transfer
from the microlayer underneath the bubble. For Eq. �6� to serve as
a predictive tool, three key parameters, aside from constant K,
accounting for the ratio of the area of influence of a bubble to the
cross-sectional area of the bubble that must be known, are: num-
ber density of active sites Na, bubble diameter at departure Dd,
and bubble release frequency f . During the last four decades, a
number of attempts have been made to develop correlations or

models for these parameters, but with limited success.

2.2.1 Number Density of Nucleation Sites. Mikic and
Rohsenow �6� have proposed that on commercial surfaces, the
cumulative number of active sites per unit heater area can be
assumed to vary in partial nucleate boiling as,

Na = 
Ds

Dc
�m1

�7�

where Ds is the diameter of the largest cavities present on the
surface and m1 is an empirical constant. The nucleating cavity
diameter Dc is related to wall superheat as

Dc =
4�Tsat

�vhfg�Tw
�8�

Bier et al. �8�, on the other hand, have deduced an expression for
active site density from their heat transfer data as

ln Na = ln Nmax�1 − 
Dc

Ds
�m2	 �9�

where Nmax is the maximum value of Na, which occurs at Dc=0.
The value of m2 was found to depend on the manner in which the
surface was prepared. Kocamustafaogullari and Ishii �9� have cor-
related the cumulative nucleation site density reported by various
investigators for water boiling on a variety of surfaces at pressures
varying from 1 to 198 bars as

Na
* = �Dc

*−4.4F��*��1/4.4 �10�

where

Na
* = NaDd

2; Dc = Dc/Dd; �* = ��l − �v�/�v �11�

and

F��*� = 2.157 � 10−7�*−3.2�1 + 0.0049�*�4.13 �12�

In Eq. �11�, the bubble diameter at departure Dd is obtained by
using Fritz’s correlation �10�, and at low to moderate pressures,
Dc is given by Eq. �8�.

It should be noted that none of the above correlations explicitly
account for surface wettability. Wang and Dhir �11� systematically
studied the effect of surface wettability by using the same surface-
liquid �polished copper surface and water� combination, while
controlling the degree of oxidation of the surface. They found the
number density of active sites for a given cavity diameter to de-
crease by a factor of about 25 when the contact angle was reduced
from 90 to 18 deg. Subsequently, Basu et al. �12� have correlated
nucleation site density data for a variety of liquids and contact
angles, for both pool and flow boiling, as

Na = 0.34�1 − cos ���Tw
2 �Tw,ONB 	 �Tw 
 15 ° C

Na = 3.4 � 10−5�1 − cos ���Tw
5.3 �Tw � 15 ° C �13�

According to their correlation, the density of active nucleation
sites depends only on wall superheat and contact angle.

It is generally believed that heterogeneous nucleation on a sur-
face occurs on defects or cavities that trap gas/vapor. Bankoff �13�
was the first to propose that an advancing liquid front will trap gas
in a wedge-shaped cavity provided the advancing contact angle
was greater than the wedge angle. In their study, Wang and Dhir
�14� found that any conical or wedge-shaped cavities on the sur-
face were too shallow to trap any gas. They noted that cavities that
trapped gas were spherical in nature. By minimizing the Helm-
holtz free energy for a liquid/gas/solid system, they developed a
criterion for gas entrapment according to which a cavity will trap
gas only if the contact angle was greater than the cavity mouth
angle. A key weakness in their approach is that it excluded effect
of gas diffusion into liquid. Recently, Pesse et al. �15� experimen-
tally studied filling of rectangular microchannels closed at one
end. They found that the rate of filling of the channels was depen-
dent on surface forces and the diffusion of gas into liquid. For low
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contact angles, multiple interfaces were formed in the channel. It
was found that given sufficient time, the microchannels were filled
with liquid for all contact angles. Thus, time for which surface
remains in contact with liquid is another variable.

Despite numerous efforts, we do not yet have a model/
correlation that can be used to predict a priori the number of
cavities that will become active at a particular superheat for a
given liquid-solid combination. There are several impediments in
our ability to have a comprehensive predictive model for density
of active nucleation sites. These include the degree to which the
surface must be characterized with respect to the number of cavi-
ties that are present on the surface, as well as their shape and size.
This can be an extremely tedious task. The degree of surface
wettability greatly influences how rapidly the cavities are filled
with liquid. As such, it is important to know the duration for
which the surface is exposed to liquid prior to an experiment. A
number of investigators have noted that thermal response of the
substrate affects nucleation of cavities at neighboring sites. Judd
�16� has found that for active cavities spaced between 1/2 and 1
bubble departure diameter, the formation of a bubble at the initi-
ating site promotes the formation of bubbles at the adjacent sites
�site seeding�. However, for separation distance between 1 and 3
bubble departure diameters, the formation of a bubble at the ini-
tiating site inhibits the formation of bubbles at an adjacent site
�deactivation of sites�.

Recently, Dinh et al. �17� have claimed that the presence of
cavities on the surface is not required for heterogeneous nucle-
ation and that it is the solid surface energy that determines the
propensity of nucleation.

2.2.2 Bubble Diameter at Departure. A large number of cor-
relations and mechanistic models have been proposed in the lit-
erature for diameter to which a bubble grows before departure.
Fritz �10� correlated the bubble departure diameter Dd by balanc-
ing buoyancy, which acts to lift the bubble away from the surface,
with surface tension force, which tends to hold the bubble to the
wall. The resulting correlation is given as

Dd = 0.0208�� �

g��l − �v�
�14�

where � is the contact angle measured in degrees. Significant
deviations with respect to prediction from the above equation
have been reported in the literature, especially at high pressures.
Several other expressions, either obtained analytically or by con-
sidering various forces acting on a bubble, have been reported for
bubble departure diameter. These expressions, however, are not
always consistent with one another with respect to dependence of
bubble departure diameter on independent variables. Some inves-
tigators report an increase in bubble diameter at departure with
wall superheat, whereas others find the bubble diameter at depar-
ture to be insensitive to or decrease with wall superheat. In addi-
tion, contrary to the commonly held view, the work of Cooper et
al. �18� suggests that surface tension may assist bubble departure.
Cole and Rohsenow �19� correlated bubble diameter at departure
at low pressures as

Dd = 1.5 � 10−4� �

g��l − �v�
Ja*5/4 for water �15�

and

Dd = 4.65 � 10−4� �

g��l − �v�
Ja*5/4 for other liquids �16�

where Ja*=�lcplTsat /�vhfg.
Kocamustafaogullari �20� has developed a correlation for

bubble departure diameter that includes high-pressure data

Dd = 2.64 � 10−5� �

g��l − �v�

�l − �v

�v
�0.9

�17�

Gorenflo et al. �21� have proposed an expression for bubble de-
parture diameter at high heat fluxes as

Dd = C1
 Ja4�l
2

g
�1/3�1 +�1 +

2�

3Ja
	4/3

�18�

Different values of constant C1 were used for different liquids. It
should be noted that correlations of Fritz �10�, Cole and Rohse-
now �19�, and Kocamustafaogullari �9� suggest that bubble diam-
eter at departure varies at g−1/2, where as according to Eq. �18�, it
varies as g−1/3. In addition, the correlation of Gorenflo et al. �21�
suggests thermal diffusivity of liquid as well as Jakob number to
be important parameters. According to the correlation of Koca-
mustafaogullari �9�, the liquid to vapor density ratio is another
important variable.

Despite substantial efforts over a period spanning almost
70 years, we do not yet have a generalized correlation or compre-
hensive model for bubble departure diameter. The key impedi-
ments to these efforts have been the lack of knowledge of tem-
perature and velocity fields that vary both temporally and
spatially. The temperature and velocity fields, in turn, affect the
growth rate and forces that act on the vapor bubble, respectively.
The bubble shape changes continuously, hence, the magnitude of
forces acting on it. Surface wettability, contribution of microlayer,
and lateral and vertical merger of vapor bubbles influence the
bubble departure diameter.

2.2.3 Bubble Release Frequency. Bubble release frequency is
the inverse of the sum of waiting and growth periods. Both the
waiting time tw and growth period td are difficult to determine
quantitatively. Waiting time depends on the temperature field in
the solid, as well as in the liquid in the vicinity of the nucleation
site. Similarly, growth period depends on the rate of evaporation
at the bubble base and around the bubble and the bubble diameter
at departure. Often data for bubble release frequency are corre-
lated under the assumption of tw� td or vice versa. Correlations
have also been developed for vapor superficial velocity or the
product of bubble diameter at departure and frequency. Zuber’s
�22� expression for vapor superficial velocity is often used. Ac-
cording to it,

fDd = 0.59��g��l − �v�
�l

2 	1/4

�19�

Malenkov �23� has proposed that

fDd =
Vd

�
1 −
1

1 + Vd�vhfg/q
� �20�

where

Vd =�Ddg��l − �v�
2��l + �v�

+
2�

Dd��l + �v�
�21�

Predictions from these correlations are valid only for the lim-
ited range over which supporting data have been obtained. Diffi-
culties arise in developing a model for bubble release frequency
because it is tied to bubble diameter at departure and growth rate,
which, in turn, are dependent on mechanisms responsible for heat
transfer into and out of the bubble. Waiting and growth periods are
influenced by the temperature field in the solid and/or liquid and,
as such, require knowledge of the prevailing phenomena. Cavity-
cavity interaction, microlayer evaporation contribution, and
bubble merger also influence bubble release frequency.

At this juncture, it appears that mechanistic prediction of nucle-
ate boiling is a hopeless task. However, before accepting this con-
clusion, it is imperative that we attempt an approach that is vastly
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different from what we have employed in the past. This approach
and the results obtained from this approach are discussed next.

3 Alternative Approach
In order to have a credible predictive model of nucleate boiling,

one must address four subprocesses as indicated in Fig. 1 and their
interactions, which tend to be nonlinear. These subprocesses are
density of active nucleation sites, bubble dynamics �which in-
cludes bubble growth, merger, and departure�, and several mecha-
nisms of heat transfer, such as transient conduction into liquid
replacing the space originally occupied by a departing bubble,
evaporation at bubble base, and bubble boundary. Convection re-
sulting from surface-tension gradient along the interface and that
induced by density difference must be included. The convective
motion can be altered by agitation created by vapor bubbles. In
most experiments, power to the test surface is controlled. Because
of spatial and temporal variation in heat transfer on the fluid side,
wall temperature will oscillate. To determine the thermal response
of the solid, one must solve a conjugate problem for heat conduc-

tion in the substrate. At present, we assume the surface tempera-
ture to remain constant. As such, the solid is thermally decoupled.
In the same vein, a microfabricated surface is employed on which
there is control on the cavities that become active. Thus, our focus
will be mainly on bubble dynamics and associated heat transfer
mechanisms. For this purpose, we rely on complete numerical
simulation of the process—a tool that has been developed only
recently.

In simulating the process, the region of interest is divided into
micro- and macro regions �Fig. 2� as initially proposed by Son et
al. �24�. The microregion is the ultrathin liquid film that forms
between the solid surface and the evolving liquid-vapor interface.
On the inner edge, the microlayer has a thickness of the order of
a nanometer, i.e., few molecules of liquid are adsorbed on the
surface and do not evaporate. As such, the region further radially
inward is considered to be dry. On the outer edge, the microlayer
has a thickness of the order of several microns. Heat is conducted
across the film and is utilized for evaporation. Lubrication theory
is used to solve for the radial variation of microlayer thickness.

Fig. 1 Mechanistic prediction of nucleate boiling heat transfer

Fig. 2 Macro and micro regions of the mathematical model for numerical simulation
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The macroregion is the region occupied by vapor and liquid, ex-
cept the microlayer. For the macroregion, complete conservation
equations of mass, momentum, and energy are solved for both
phases. Interface position is captured through a level-set function.

Governing equations for micro- and macroregions are given in
Son et al. �24� and are not repeated here. In analyzing the microre-
gion, continuum assumption is considered to hold good until the
film is a few molecules thick. Long-range forces are evaluated
through the Hamaker constant, which is also related to the static
contact angle. Ramanujapu and Dhir �25� have shown from ex-
periments that in pool boiling, advancing and receding contact
angles are within only ±5 deg of the static contact angle. As such,
the use of the static contact angle throughout the bubble evolution
process is justified. Capillary pressure gradient is related to
change in the curvature of the interface. Recoil pressure resulting
from the momentum of vapor leaving the interface being higher
than the liquid approaching the interface is included. Inertia terms
are neglected in the momentum equation, and convection terms
are ignored in the energy equation.

Quasi-static analysis is carried out, and a two-dimensional
model for the microlayer is used even in three-dimensional �3D�
situations under the assumption that no crossflow occurs in the
azimuthal direction.

For the macroregion, it is assumed that fluids are incompress-
ible, flows are laminar, and properties are evaluated at the mean
temperature. Vapor is assumed to remain at saturation temperature
corresponding to pressure in the bubble. As such, the energy equa-
tion is not solved in the vapor space. Finite difference scheme is
used in which diffusion terms are solved implicitly, whereas ex-
plicit scheme is used for convection terms. Projection method is
used to solve for pressure that conserves mass. To prevent numeri-
cal oscillations, second-order ENO scheme is adopted for advec-
tion terms when solving for the level-set function. In order to
increase the rate of convergence, the multigrid method is used.
The computational domain is assumed to have a width that is
twice the characteristic length, lo= �� /g��l−�v��1/2 and symmetry
conditions are imposed on the bounding walls.

Numerical simulation results have been validated with experi-
ments conducted on polished silicon wafers. On this wafer, cylin-
drical cavities were strategically microfabricated. The wafer is
heated on the backside with several strain-gage-type heaters. By

controlling power to these heaters, any of the cavities could be
nucleated. Details of the experiments are given in Qiu et al. �26�.

3.1 Single Bubble Dynamics. Son et al. �24� showed a good
agreement between predictions from complete numerical simula-
tions and data from experiments with respect to time-dependent
vapor bubble shape, growth rate, bubble departure diameter, and
growth period. The effect of increased wall superheat, consistent
with the data, was to increase the growth rate and reduce the
growth period, but increase the bubble diameter at departure. A
higher growth rate is due to increased heat transfer at the vapor-
liquid interface, whereas the diameter at departure increases be-
cause of the increased contribution of liquid inertia. With the in-
crease in liquid subcooling �27�, the bubble growth rate decreases
and growth period increases, while the bubble diameter at depar-
ture decreases.

Fluid properties as well as surface wettability or contact angle
are important variables that influence bubble dynamics. Bubble
growth histories for water and PF-5060 with widely differing liq-
uid properties as predicted from numerical simulations �28� are
plotted in Fig. 3. In the experiments, contact angle for water on
silicon was 35 deg, whereas that for PF-5060 was �10 deg.
Bubble diameter at departure and the growth period for PF-5060
are much smaller than those for water. Numerical predictions do
quite well in predicting the data for the two fluids. In order to
explicitly demonstrate the effect of contact angle, results of nu-
merical simulations carried out by parametrically varying the con-
tact angle for the two fluids are shown in Fig. 4. It was found that
results for the two fluids nearly overlap when bubble diameter at
departure and growth period are normalized with their corre-
sponding values for a contact angle of 90 deg. Bubble diameter at
departure is seen to decrease linearly as the contact angle is re-
duced up to about 20 deg. This behavior is similar to that pre-
dicted from Fritz’s �10� correlation. However, for contact angles
less than 20 deg when the surface becomes well wetting, the de-
pendence of bubble departure diameter on contact angle is non-
linear. The growth period shows nonlinear behavior for all contact
angles. Good agreement of predictions with data obtained using
water while varying systematically the surface wettability through
oxidation of silicon and with PF-5060 data is seen.

During the growth and departure cycle of a bubble, the wall

Fig. 3 Comparison of bubble departure diameter and bubble growth time for water and
PF5060
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heat transfer rate as well as contributions of various mechanisms
vary both spatially and temporally. Wall heat flux and contribu-
tions of individual mechanisms integrated over the heater area
supporting the computational domain are shown in Fig. 5. During
the waiting period, which was taken to be 16 ms, heat transfer by
transient conduction dominates. Its contribution decreases during
the early growth period, but increases again as the bubble base
shrinks during the detachment phase of the bubble. Natural con-
vection contribution is highest during the early growth period of
the bubble when liquid is pushed out radically. Microlayer con-
tributes only during the period the bubble is attached to the heater
surface. Heat transfer rate from the surface peaks just before the
vapor bubble lifts off from the heater. Time-integrated values sug-
gest that about 50% of the energy from the wall is transferred by
transient conduction, 35% by natural convection, and 15% by mi-

crolayer evaporation.
Partitioning of wall energy into vapor and liquid, as determined

from numerical simulations, is shown in Fig. 6 for one growth and
departure cycle of a bubble. The highest rate at which energy is
utilized for vapor production occurs when the vapor bubble base
diameter is nearly maximum. Conversely, this corresponds to the
lowest energy transfer rate into superheating of the liquid. Time
integrated values suggest that about 30% of energy from the wall
is utilized in vapor production, whereas 70% goes into superheat-
ing of liquid.

3.2 Bubble Merger and Formation of Vapor Columns. Va-
por bubble merger in the vertical direction at a single nucleation
site occurs when the growth rate of a bubble formed at the nucle-
ation site exceeds the rate at which the lower interface of the

Fig. 4 Variation of the normalized departure diameter and departure time with contact angle
„Fluids: water and PF5060, �Tw=8°C, �Tsub=0°C, g=1.0ge….

Fig. 5 Partitioning of wall heat transfer into natural convection, transient conduction, and
microlayer heat transfer rates
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preceding bubble moves away from the heater surface �29�. After
merger, the combined vapor mass may detach from the heater
surface before the process repeats itself. Such a merger is referred
to here as a two-bubble merger process. If, on the other hand, after
merger the vapor mass merges with a second succeeding bubble
before departure, we call it a three-bubble merger process. The
shift from a two- to a three-bubble merger, and so on, depends on
the wall superheat and on when vapor leaves the heater in almost
a continuous column. Figure 7 shows the results of visual obser-
vations and those from numerical simulations for one cycle of the
merger of three consecutive bubbles in the vertical direction. The
upper set of frames are from visual observations, whereas the
lower set of frames are results from numerical simulations.

The individual frames in each figure are from left to right and
from top to bottom. After the merger of the departed bubble with
the succeeding bubble, the larger vapor mass causes the vapor
bubble at the nucleation site to prematurely depart. Thereafter, the
second succeeding bubble merges with the vapor mass hovering
over the surface. The combined vapor mass goes through several
shape changes and departs as a cylindrical bubble. The departing
bubble creates a wall jet that impinges on the lower interface of
the bubble and forms a dimple. Thereafter, the vapor mass tries to
acquire a spherical shape as it moves away from the wall. The
rapid acceleration of the vapor mass breaks down the merger pro-
cess before the cycle repeats itself. The bubble shapes as well as
the merger behavior predicted from the numerical simulations is
in startling agreement with the visual observations.

3.3 Bubble Merger and Formation of Mushroom Type
Bubbles. As the wall superheat is increased, the number density
of the active nucleation sites also increases. With increased nucle-
ation site density, vapor bubbles start to merge laterally as well.
Mukherjee and Dhir �30� have carried out numerical simulations
and experiments for merger of two bubbles nucleating at adjacent
sites. In Fig. 8, the upper set of frames show the results of visual
observations, whereas the results of numerical simulations are de-
picted in the lower set of frames. After the merger of two neigh-
boring bubbles, a mushroom-type bubble with two stems attached
to the solid surface forms. A liquid bridge exists between the two

Fig. 6 Variation of the heat transfer rates from wall, into liquid, and into vapor with time

Fig. 7 Comparison of numerical and experimental bubble
shapes during vertical merger †29‡ „Fluid: water, �Tw=10°C,
�Tsub=0.0°C, g=1.0ge, �=38 deg….

Fig. 8 Comparison of numerically predicted bubble growth
with experimental data of Mukherjee and Dhir †30‡ „Fluid: water,
�Tw=5°C, �Tsub=0°C, g=1.0ge, spacing=1.5 mm…
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stems. As the merged vapor mass tries to acquire a spherical shape
as a result of surface tension, vapor tails are formed. The vapor
bubble oscillates in size in the plane of the photographs and nor-
mal to it before detaching. Numerical simulations capture the es-
sential physics of the process—formation of vapor tails and oscil-
lations in the size of the bubble prior to departure. However, the
extent of the trapped liquid in numerical simulations is less than
that in experiments.

A quantitative comparison of the predictions from numerical
simulations of the growth history of the two bubble merger case
with data from experiments is made in Fig. 9. Bubble equivalent
diameter in Fig. 9 is the diameter of a perfect sphere having the
same volume as the volume of two single bubbles or the merged
vapor mass. Numerical simulation results, shown by the solid line,
appear to describe well not only the growth history, but also the
bubble departure diameter and the growth period.

Abarajith et al. �31� have systematically investigated through
numerical simulations, the merger of three inline bubbles and that
of three and five bubbles in a plane under low- and microgravity
conditions. They found that generally, the predicted vapor bubble
departure diameter after merger is smaller than that of a single
bubble. In Fig. 10, the numerically predicted growth histories of
merger of three inline bubbles and that of a single bubble are
compared for earth normal gravity. Equivalent bubble departure
diameter and the corresponding growth period for the three-
bubble merger case is smaller than that for the single bubble. In
order to determine the cause of the premature departure of vapor
mass after merger of three bubbles, net force acting on the vapor
mass was calculated. This force is taken to be positive when act-
ing upwards and negative when acting downward. Figure 11
shows the variation of the net force on vapor mass during growth
and merger of three bubbles and during the growth of a single
bubble. For the three-bubble merger case, force changes sign from
negative to positive at about 7 ms. This is about the time when the
bubble base �Fig. 10� starts to shrink after reaching its maximum
value and the vapor bubble enters the detachment phase. How-
ever, the single bubble continues to experience negative force and
steadily grows for a substantial period beyond when the merged
vapor mass starts to detach. The difference between the force
acting on the merged vapor mass and the single bubble when the
vapor mass, after merger, starts to detach is termed as “lift force.”

This force is responsible for the premature departure of the vapor
mass after merger. The importance of this force increases as the
level of gravity decreases.

The computed shapes of the vapor mass during merger of three
bubbles placed at the corners of an equilateral triangle are shown
in Fig. 12. Departure diameter and the vapor bubble after merger
and corresponding growth period depend on the spacing and ori-
entation of nucleating cavities. Figure 13 shows predictions from
numerical simulations of bubble diameter at departure as a func-
tion of spacing. Both the bubble diameter at departure and the
spacing have been normalized with the characteristic length de-
fined as

Fig. 9 Comparison of numerically predicted bubble growth with experimental
data of Mukherjee and Dhir †30‡

Fig. 10 The variation of equivalent bubble diameter with time
for single and three inline bubbles „Fluid: water, �Tw=10°C,
�Tsub=0°C, g=1.0ge, �=54 deg, spacing=1.25 mm…
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lo =� �

g��l − �v�
�22�

Bubble departure diameter decreases as the spacing between cavi-
ties increases until the spacing is equal to Dds /4, where Dds is the
departure diameter of a single bubble. For a contact angle of
54 deg, with water as the test liquid at one atmosphere pressure,
Dds is given as

Dds = 1.4lo �23�
Thereafter, the departure diameter increases until the spacing is
large enough so that bubbles do not merge. The limiting values of
departure diameter being equal to single bubble diameter, when
spacing between cavities is zero, and is equal to �3 3Dds, when the
spacing is 1.4lo.

The corresponding variation of the growth period is shown in
Fig. 14. The growth period is nondimensionalized with the char-
acteristic time defined as

to =� lo
g

�24�

Growth period is found to show a behavior similar to the bubble
diameter at departure. It is noted that depending on the magnitude
of the spacing, bubble departure diameter can vary by a factor of
two, whereas the growth period by a factor of three.

Fig. 11 The variation of force acting in the vertical direction
with time for single and three inline bubbles „Fluid: saturated
water, �Tw=10°C, g=1.0ge, �=54 deg, spacing=1.25 mm…

Fig. 12 Growth, merger, and departure of three bubbles lo-
cated at the corners of an equilateral triangle „Fluid: saturated
water, spacing=1.25 mm, �Tw=10°C, g=1.0ge, �=54 deg…

Fig. 13 The variation of nondimensional bubble departure di-
ameter with cavity spacing for bubbles placed on the corners
of equilateral triangle „Fluid: saturated water, �Tw=10°C, g
=1.0ge…

Fig. 14 The variation of nondimensional time period of growth
with cavity spacing for bubbles placed on the corners of equi-
lateral triangle „Fluid: saturated water, �Tw=10°C, g=1.0ge…
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3.4 Nucleate Boiling Heat Flux. Numerical simulations have
been carried out �32,33� to predict nucleate boiling heat flux as a
function of wall superheat on a surface simulating a commercial
surface. On this polished silicon wafer surface, 4 cm�4 cm in
area, cylindrical cavities of 10, 7, and 4 �m dia were fabricated as
shown in Fig. 15. Different size cavities were chosen, so that
smaller cavities will become active with an increase in wall su-
perheat in a manner similar to that for a commercial surface. In
order to accelerate the computations on a large domain, subdo-
mains, as depicted in Fig. 15, were defined around clusters of
cavities. While carrying out the computations, no interactions
were allowed between neighboring domains. Heat flux in the re-
gions falling between the domains was obtained by interpolating
across the values that exist at the boundaries of the domains. The
top portion of Fig. 16 shows the visual observation of the boiling
phenomenon on the above-described surface when 6–7 cavities
were active. The lower figure shows the results of computations at
one instant of time. Observed and predicted vapor removal con-
figurations are in a qualitative agreement. Figure 17 shows a com-
parison of wall heat flux as a function of wall superheat predicted
from numerical simulations with data from experiments �26�. The
solid line is the prediction from numerical simulations when the

number of cavities that are active, and their location is given as an
input to the simulations. The reported results are post several
bubble growth and departure cycles. Predictions are seen to com-
pare reasonably well with the data. The lower curve in Fig. 17
represents the wall energy that goes into production of vapor.
Although the fraction of wall energy utilized in production of
vapor varies with wall superheat, almost 40% of the energy is
utilized for vapor production at a wall superheat of 12°C. The
remaining energy goes into superheating of liquid.

A comparison of the observed and numerically cumputed
bubble release pattern when the level of gravity is reduced by
almost a factor of 100 is shown in Fig. 18. The same surface was
used in the low-gravity experiments as in the experiments con-
ducted at earth normal gravity. The photograph shown in the top
portion of Fig. 18 was obtained from the experiments performed
in the KC-135 aircraft. Vapor removal configurations predicted

Fig. 16 Comparison of experimental and predicted bubble
shapes during nucleate boiling on a simulated commercial sur-
face for „Fluid: saturated water, �Tw=7°C, g=1.0ge…

Fig. 15 Simulated commercial surface

Fig. 17 The variation of wall heat flux with wall superheat for water at g
=1.0ge
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from numerical simulations appear to be in general agreement
with those found in the experiments. In comparison to earth nor-
mal gravity, the departing vapor bubbles are now much larger in
size. Predictions and low-gravity heat flux data are compared in
Fig. 19. The predictions generally compare well with data, but
large scatter in data is seen. Large scatter in data is due to the
uncertainty in calculation of heat loss in the KC-135 environment
�26�. It is found that in comparison to earth normal gravity, the
highest heat flux at the highest wall superheat investigated is al-
most 25% lower. The lower curve represents partitioning of wall
energy into vapor. At 12°C wall superheat, �80% of energy is
predicted to be consumed in vapor production, whereas the re-
maining 20% goes into superheating of liquid. It should be
stressed that, thus far, the numerically analyzed heat fluxes are
low. Further efforts in extending these results to high heat fluxes
are needed.

The approach developed here can be extended to commercial
surfaces provided the location and number density of active nucle-
ation sites is known. The determination of cavities that become

active depends on the shape and size of the defects or cavities
present on the surface, which, in turn, requires a detailed knowl-
edge of the topography of the surface. The latter information com-
bined with a criterion such as that developed by Wang and Dhir
�14� for entrapment of gas can be used as a first-order approxima-
tion to determine the number of active cavities at a particular wall
superheat. Alternatively, we could use the correlation of Basu et
al. �12� to determine the number density of active sites as a func-
tion of wall superheat and contact angle, and randomly distribute
these cavities before carrying out numerical simulations of the
process.

4 Conclusions

1. Various correlations and mechanistic models for nucleation
site density, bubble departure diameter, and frequency have
not always included the effect of all of the variables that
influence these subprocesses.

2. Our ability to predict nucleate boiling heat fluxes mechanis-
tically and theoretically is negatively impacted by the fact
that in the past the interacting subprocesses have been
treated as disjoint processes.

3. Complete numerical simulation of bubble dynamics and as-
sociated heat transfer processes appear to represent a potent
approach.

4. As further advances are made in computations of all of the
physical processes associated with rapidly evolving vapor-
liquid interfaces, it should be possible in the near future to
predict mechanistically nucleate boiling even at high heat
fluxes on microfabricated surfaces simulating a real surface.

5. In the not-too-distant future, there should be an opportunity
to carryout a standard problem in which prediction of depen-
dence of nucleate boiling heat flux on wide range of wall
superheats is made prior to experiments.
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Nomenclature
C1  empirical constant

Fig. 18 Comparison of experimental and predicted bubble
shapes during nucleate boiling on a simulated commercial sur-
face „Fluid: saturated water, �Tw=7°C, g=0.01ge…

Fig. 19 The variation of wall heat flux with wall superheat for water at g=0.01ge

Journal of Heat Transfer JANUARY 2006, Vol. 128 / 11

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Cs  empirical constant
cp  specific heat
D  diameter

Ds  maximum diameter of largest cavity
f  bubble release frequency
g  gravitational acceleration

ge  earth normal gravity

h̄  average heat transfer coefficient
hfg  latent heat of vaporization
Ja  Jacob number, �lcpl�T /�vhfg

Ja*  modified Jacob number, �lcplTsat /�vhfg
k  thermal conductivity
K  ratio of area of influence of bubble to cross-sectional

area of bubble
lo  characteristic length scale
M  molecular weight
m  empirical constant
n  empirical constant

Na  active nucleation site density
Nmax maximum value of Na
Nu  Nusselt number

P  pressure
Pc  critical pressure
Pr  Prandtl number
q  heat flux

Re  Reynolds number
Rp  surface roughness
T  temperature
t  time

td  growth period
to  characteristic time scale
tw  waiting period

�T  temperature difference
V  volume

Greek
�  thermal diffusivity
�  contact angle
�  dynamic viscosity
�  density
�  surface tension

Subscript
b  bubble
c  cavity
d  departure

ev  evaporation
l  liquid

nc  natural convection
ONB onset of nucleate boiling
sat  saturation
sub  subcooling

v  vapor
w  wall
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Comparison of Nucleation Site
Density for Pool Boiling and Gas
Nucleation
It has been well established that the rate of heat transfer associated with boiling systems
is strongly dependent on the nucleation site density. Over many years attempts have been
made to predict nucleation site density in boiling systems using a variety of techniques.
With the exception of specially prepared surfaces, these attempts have met with little
success. This paper presents an experimental investigation of nucleation site density
measured on roughly polished brass and stainless steel surfaces for gas nucleation and
pool boiling over a large parameter space. A statistical model used to predict the nucle-
ation site density in saturated pool boiling is also investigated. The fluids used for this
study, distilled water and ethanol, are moderately wetting and highly wetting, respec-
tively. Using distilled water it has been observed that the trends of nucleation site density
versus the inverse of the critical radius are similar for pool boiling and gas nucleation.
The nucleation site density is higher for gas nucleation than for pool boiling. An unex-
pected result has been observed with ethanol as the heat transfer fluid, which casts doubt
on the general assumption that heterogeneous nucleation in boiling systems is exclusively
seeded by vapor trapping cavities. Due to flooding, few sites are active on the brass
surface and at most two are active on the stainless steel surface during gas nucleation
experiments. However, nucleation sites readily form in large concentration on both the
brass and stainless steel surfaces during pool boiling. The pool boiling nucleation site
densities for ethanol on rough and mirror polished brass surfaces are also compared. It
shows that there is not a significant difference between the measured nucleation site
densities on the smooth and rough surfaces. These results suggest that, in addition to
vapor trapping cavities, another mechanism must exist to seed vapor bubble growth in
boiling systems. �DOI: 10.1115/1.2130399�

1 Introduction
It is well known that nucleation site density is fundamental to

the development of mechanistically based nucleate boiling heat
transfer models. Enormous effort has been made to predict the
nucleation site density in boiling systems using a variety of tech-
niques �1,2�. Corty and Foust �3� recognized that boiling takes
place on surfaces with irregularities. They suggested that vapor
trapped in these surface irregularities serve as nucleation sites.
This hypothesis was confirmed by Clark et al. �4� using micro-
graphs of the heating surface. Under the guidance of heteroge-
neous nucleation theory, Bankoff �5� was the first to establish a
vapor trapping criterion. Using conical cavities as the model,
Bankoff proposed that the liquid solid contact angle must be
greater than twice the half cone angle for cavities to trap gas or
vapor. Cornwell �6� performed a detailed study of the geometry of
naturally formed nucleation site cavities in pool boiling to verify
that nucleate sites are typically cavities. More recently, Wang and
Dhir �7� extended the vapor-trapping criterion to cavities with
other shapes.

Yang and Kim �8� suggested that the nucleation site density can
be computed from knowing the size distribution of cavities, the
distribution of the cavity half cone angles, the minimum cavity
mouth radius required for nucleation, and the liquid/solid contact
angle. Three nucleation site density data points for pool boiling of
water on a mirror-finished stainless steel heating surface appear to

agree well with those computed. The comparison is rather limited
since the maximum superheat tested was 2.6°C. Wang and Dhir
�7,9� also proposed a statistical method for predicting nucleation
site density based on surface microstructure. The nucleation site
density data agreed with the predicted data to within ±60% under
varying wettability conditions. Hsu �10� suggested there exist both
a minimum and maximum cavity radius that will permit the in-
cipience of vapor bubbles. Zeng and Klausner �11� measured
nucleation site density in flow boiling. Their data demonstrated
that both the maximum and minimum cavity radii are important in
flow boiling nucleation. Using stylus systems to record detailed
information on surface microstructure, Luke et al. �12–14� studied
the effect of surface roughness and topography on boiling nucle-
ation.

Past research suggests that nucleation site density in boiling
systems might be predicted by studying the gas bubble density
formed on surfaces from supersaturated gas solutions �15,16�. The
advantage of using gas nucleation over boiling experiments is that
it is easier to count the nucleation sites, and the experiments are
potentially easier to operate. Supersaturated gas bubble growth
rates in an inorganic fluid are very slow, while they are more rapid
in organic fluids due to the low surface tension. When addressing
the surface characteristic and wettability effects on heterogeneous
nucleation, the gas nucleation technique has inherent advantages.
Gas nucleation eliminates the possibility of thermal interference
between adjacent sites, which has been suggested as a mechanism
for suppressing boiling nucleation. Also, due to the slow growth
rate of gas bubbles, dynamic influences related to vapor bubble
growth, departure, and turbulence are absent. These advantages of
the gas nucleation technique provide sufficient incentive to ex-
plore its usefulness for predicting nucleation site density in boil-
ing systems.

Brown �15� was the first to extensively investigate supersatu-
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rated gas bubble formation at cavity sites where vapor bubbles sit
in nucleate boiling systems. Eddington et al. �16–18� have exten-
sively compared nucleation via gas bubbling with that in nucleate
boiling. All of the experiments used distilled water as the heat
transfer fluid. They found that the nucleation site density with gas
diffusion is higher than that measured with nucleate boiling. How-
ever, Kenning �2� found that the agreement can be improved by
accounting for the nonlinear relation between the saturation pres-
sure and temperature.

In a previous investigation, Qi et al. �19� have made extensive
nucleation site density measurements with water on brass and
stainless steel surfaces using the gas nucleation technique. Using
detailed surface structure data, which includes the statistical dis-
tribution of cavity mouth diameters and cavity half cone angles
gathered by a vertical scanning interferometer, an attempt was
made to predict nucleation site density on coarsely polished sur-
faces. Due to the large uncertainty in the probability of finding
cavities that satisfy the gas trapping criterion, the statistical
method was not successful in predicting nucleation site density on
surfaces with randomly distributed cavities.

As a further exploration of the gas nucleation technique, this
work considers extensive gas nucleation experiments carried
through on brass and stainless steel surfaces using distilled water
and ethanol. Pressurization changes of up to 8.5 bars have been
considered. In order to compare with the gas nucleation data,
nucleation site density has been measured for saturated pool boil-
ing using distilled water and ethanol on brass and stainless steel
surfaces with the same surface finishes as reported by Qi et al.
�19�. High-speed imaging has been used to capture nucleation site
density for low to moderate heat flux during pool boiling. The
objectives of the current work are to �1� investigate the usefulness
of the gas nucleation technique to assist in the prediction of pool
nucleate boiling site density, and �2� further investigate the valid-
ity of heterogeneous nucleation theory.

2 Experimental Facilities

2.1 Gas Nucleation Facility. A gas nucleation facility, shown
in Fig. 1, was designed and fabricated for the present experiments.
The facility description and operating procedure have been de-
tailed by Qi et al. �19�. A liquid recycle system and filter have
been added to the original facility so that the ethanol is recovered.
A brief description of the facility operation is given here. As cir-
culating pressurized liquid is sprayed into the epoxy-lined steel
storage tank, it gradually becomes saturated with air. Gas satu-
rated liquid from the storage tank is allowed to fill the test section
while dissolved gas remains in solution under high pressure. After
the test section is depressurized by opening the discharge valve,
nucleation sites form on the test surface, which is photographed
with a high-resolution digital camera from a side view. Using
back lighting, each bubble directs the light toward the camera
lens, and each individual bubble is identified by its bright spot.

A transparent test section that can accommodate 10 bars pres-
sure has been fabricated, and an assembled drawing of the test
section is shown in Fig. 2. The visual portion of the test section is
constructed from polycarbonate. Two thick metallic plates cover
the top and bottom to prevent excessive polycarbonate deforma-
tion when under high pressure. All mating surfaces are sealed with
viton gaskets.

The pressure in the test section is measured with a Viatran
strain gauge-type pressure transducer. The temperature is mea-
sured with a single-type E thermocouple. The uncertainty of the
pressure measurement is ±0.2 kPa and the uncertainty of the tem-
perature measurement is ±0.5°C. At low nucleation site density,
the measurement is exact. At higher nucleation site density, the
measurement uncertainty is approximately ±2%.

2.2 Pool Boiling Facility. A tilted assembled drawing of the
pool boiling chamber is shown in Fig. 3. The boiling chamber

Fig. 1 Gas nucleation facility
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consists of a low expansion borosilicate glass cylinder with inner
diameter 101.6 mm, thickness 6.35 mm and length 0.45 m. The
glass cylinder is held vertically in place between two stainless
steel plates, on which the circular grooves are cut precisely to fit
the glass cylinder. A viton seal is used to prevent leakage between
these two plates. A cooling coil that is connected with a small
chiller is mounted on the upper part of the boiling chamber to
maintain a constant pressure. The water temperature and mass
flow rate passing through the cooling coil are adjustable. Heat is
supplied to the boiling surface by four high-density cartridge heat-
ers embedded in a cylinder as shown in Fig. 4. The upper surface
of the cylinder, which is the boiling surface, is mounted flush with
the boiling chamber plate. These four cartridge heaters are rated at
200 W each, which yields a maximum heat flux of 1600 kW/m2.
Type J fine wire thermocouple probes with glass braid insulation
are embedded along the length of cylinder at 10, 15, and 20 mm
from the boiling surface. The heated cylinder is heavily insulated.

At each vertical location, two thermocouples are embedded with
the tip located at a radial distance of 6.35 mm from the outer
surface. The temperature reading from the thermocouples on the
same vertical plane are averaged. Thus the temperature readings at
the three vertical positions are used to evaluate the temperature
gradient and surface temperature. For the brass surface, the tem-
perature variation is linear, indicative of one-dimensional heat
flow. For the stainless steel sample, the measured temperature
distribution along the length of the cylinder is slightly nonlinear,
thus a finite volume inverse computational method is used to
match the computed temperature distribution with that measured.
The computed distribution is used to evaluate the surface tempera-

Fig. 2 Test section used in gas nucleation experiments

Fig. 3 Assembled view of pool boiling chamber

Fig. 4 Cylindrical heater and heat transfer surface used in
pool boiling experiments
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ture and heat flux. The bulk liquid is heated by two heaters with a
power of 200 W each. The power to all heaters is controlled by
autotransformers. The pressure in the test chamber is measured
with a Validyne P2 pressure transducer with an uncertainty of
±0.2 kPa. The uncertainty of temperature measurement is ±0.5°C.
The uncertainty of the surface temperature is ±1.5°C. Prior to
recording data, the liquid is allowed to boil for 1 h to insure that
the system reaches steady state conditions and the surface is de-
gassed. It is not likely that the surface can be completely degassed
as will be discussed later.

The bubble growth and departure processes are captured using
a high-speed complementary metal-oxide-semiconductor digital
camera, Hi-Dcam II from NAC Image Technology, which can run
at 20,000 frames per second �fps�. The camera images are stored
and analyzed using the software accompanied with the camera. A
2000 fps frame rate with a resolution of 1280�256 is appropriate
for this study. A typical image of boiling on the heater surface is
shown in Fig. 5.

The same Access 12 bit digital data acquisition systems are
used with both facilities to record the pressure and temperature
measurements. The diameter of the boiling surfaces and the me-
tallic samples inserted in the test section of the gas nucleation
facility is 25 mm. All surfaces are prepared in an identical man-
ner. The surfaces are polished initially with 120 grit silicon car-
bide sandpaper, and then 400 grit sandpaper is applied to reach the
final finish. Before the experimental operation, the surfaces are
thoroughly cleaned by detergent solution and ethanol. Detailed
surface topography data have been obtained and are reported in Qi
et al. �19�. The rms roughness of the brass surface is 1.02 �m,
while that of the stainless steel surface is 0.88 �m. From the
measured distribution of cavity sizes and cavity half cone angles,

the mean cavity mouth diameter with standard deviation, denoted
as �d and �d, respectively, and the mean cavity half cone angle
with standard deviation, denoted as �� and ��, respectively, are
shown in Table 1.

The liquid/solid contact angles have been measured using the
drop shape method and results are shown in Table 2. The results
for water are relatively standard. However, a pure ethanol drop
will spread spontaneously when the metallic surfaces are mounted
horizontally. Within 100 ms the drops on both surfaces are indis-
cernible under 10� magnification. Here the digital camera is used
to capture the dynamics using a 1000 fps frame rate. When mea-
suring the advancing and receding angle on a 30 deg tilted brass
sample, the ethanol drop will reach an indiscernible condition
within 0.05 s. The contact angle measurement is not considered
reliable and is not reported. The time required for the stainless
steel surface is slightly longer, approximately 150 ms. The ad-
vancing and receding angles with standard deviations are listed in
Table 2 even though uncertainty remains as to whether an equi-
librium condition was reached.

3 Nucleation Site Density Measurements With Dis-
tilled Water

According to classical heterogeneous nucleation theory, the
critical radius at the mouth of a cavity required for incipience is

rc
* =

2�Tsat

�ghfg�Tsat
�1�

For gas nucleation it is expressed as

rc
* =

2�

�P
�2�

Figure 6 shows the variation of nucleation site density as a func-
tion of �P /2� for gas nucleation and 1/rc

* for pool boiling with
water on brass. The variation of nucleation site density in Fig. 6 is
observed to follow the same trend for both gas nucleation and
pool boiling. However, the gas nucleation data are typically higher
for the same critical radius. This has also been observed by Ed-
dington and Kenning �17�. Based on heterogeneous nucleation
theory there are several possible explanations. One possible ex-
planation is that in the vicinity of a nucleation site, energy is
depleted from the heater substrate due to bubble growth and this
suppresses the formation of nucleation sites in the surrounding
vicinity. This is referred to as thermal interference. Another pos-
sible explanation is that a very thin thermal boundary layer results
in an upper limitation on the size of cavities that can become
active, as analytically detailed by Hsu �10�. No such limitations
exist for gas nucleation. As discussed by Cornwell �20�, another
possibility is that cavities that might otherwise be flooded, could
trap vapor during gas nucleation experiments as a result of contact
angle hysteresis during pre-pressurization.

Fig. 5 A typical image of pool boiling nucleation sites

Table 1 Statistical data on surface structure

Table 2 Contact angle measurements
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In order to further explore the differences in nucleation charac-
teristics, both gas nucleation and pool boiling experiments were
also done on the stainless steel surface. The observed variation of
nucleation site density with water on stainless steel as a function
of �P /2� for gas nucleation and 1/rc

* for pool boiling is shown in
Fig. 7. The nucleation site density is slightly higher for gas nucle-
ation than for pool boiling at the same critical radius. In both
cases, the nucleation site density increases with decreasing critical
radius, as expected.

An attempt is made at predicting pool boiling nucleation site
density behavior using a statistical model and heterogeneous
nucleation theory as is described next.

4 Nucleation Site Density Prediction
Here the statistical method is used to predict nucleation site

density. Following Yang and Kim �8� an estimation of the nucle-
ation site density is given by

n

A
=

N

A�2rmin

2rmax

f3D�d�dd�
0

�/2

g���d� �3�

where N /A is the number of cavities per unit area, f3D�d� is the
probability density distribution of cavity size, g��� is the probabil-
ity density distribution of cavity half cone angles, rmin and rmax
are the minimum and maximum cavity radius which will permit
the incipience of vapor bubbles and � is the contact angle. The
probability density distribution of cavity size approximately fol-
lows a Weibull distribution as detailed in Qi et al. �19�,

f3D�d� =
�

	
� d

	
��−1

exp�− � d

	
��	 ; d 
 0; 	,� � 0 �4�

Here, �=1.23, 	=2.0 for the brass surface; �=1.53, 	=1.19 for
the stainless steel surface. The probability density distribution of
cavity half cone angles is expressed as

g��� =

A��

2
− ��2

B + ��

2
− ��6 �5�

where A=0.019 13 and B=0.0001 for the brass surface while A
=0.091 and B=0.0023 for the stainless steel surface. According to
Hsu �10� rmin and rmax for pool boiling are estimated from

rc
* =

4�TsatC2

hfg�v��Tsat�incC1
�1 ±
1 −

��Tsat�inc

�Tsat
	 �6�

Since  is the angle between the side of the vapor embryo surface
and the horizontal, constants C1= �1+cos � / sin  and C2=1
+cos  are evaluated using the mean cavity half cone angle and
contact angles, listed in Tables 1 and 2. C1=1.0 and C2=1.0 for
the brass surface; C1=0.84 and C2=0.83 for the stainless steel
surface. Since finding vapor trapping cavities is a very low prob-
ability event and the accuracy from a fitted distribution Eq. �5� is
poor, the last integral in Eq. �3� is determined from the measured
n /A for gas nucleation. This integral value is 0.0028 for the brass
surface and 0.0005 for the stainless steel surface. Figure 8 shows
a comparison between the measured and predicted pool boiling
nucleation site density for water on brass. Here, the prediction is

Fig. 6 Variation of nucleation site density for water on brass
surface using gas nucleation and pool boiling

Fig. 7 Variation of nucleation site density for water on stain-
less steel surface using gas nucleation and pool boiling

Fig. 8 Comparison between measured and predicted nucle-
ation site density on brass surface using water
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in excellent agreement with the measurements. Figure 9 shows a
comparison between the measured and predicted pool boiling
nucleation site density for water on stainless steel. Here the mea-
sured nucleation site density is significantly greater than the pre-
diction. This raises the possibility of another mechanism seeding
boiling nucleation in addition to vapor trapping cavities. This pos-
sibility is explored in more depth in the section to follow.

5 Nucleation Site Density Measurements With Ethanol
Nucleation site density measurements have also been conducted

with ethanol. Figure 10 shows the variation of nucleation site
density with ethanol on brass. Due to the high wettability of eth-
anol, most cavities on the surface are flooded. Only some very
small cavities can trap vapor and thus a very high �P /2� is
required to activate sites for gas nucleation experiments. The in-
crease in the number of sites activated with increasing pressure is
very small, even with an order of magnitude increase in �P /2�.
In contrast, nucleation sites are easily activated during pool boil-
ing with ethanol on brass. A larger value of 1/rc

* is required for
incipience with ethanol on brass compared with water on brass, as

expected due to the higher wettability with ethanol. However,
once the incipience point is reached, small decreases in the critical
radius result in very large increases in nucleation site density. This
is shown more clearly in Fig. 11, where the ethanol on brass pool
boiling nucleation site density is shown with a refined scale for
the inverse of critical radius. The reason these data are so surpris-
ing is the gas nucleation experiments reveal that most cavities are
flooded and a very large value of 1/rc

* should be required to acti-
vate nucleation sites during pool boiling. Instead, very moderate
values of 1 /rc

* result in a substantial number of nucleation sites
during pool boiling. It would appear that these nucleation sites are
activated due to some other mechanism than classical heteroge-
neous cavity vapor trapping.

Ethanol gas nucleation experiments were done on the stainless
steel surface with very high �P /2� �20 �m−1� and due to flood-
ing, at most two nucleation sites were activated. In contrast, Fig.
12 shows the variation of nucleation site density for pool boiling
of ethanol on stainless steel with the inverse of the critical radius.
A large nucleation site density is achieved at a very moderate
critical radius. Slightly smaller critical radius is required for pool
boiling on stainless steel than for brass to achieve a certain nucle-
ation site density. However, once incipience is established, the

Fig. 9 Comparison between measured and predicted nucle-
ation site density on stainless steel surface using water

Fig. 10 Variation of nucleation site density for ethanol on
brass surface using gas nucleation and pool boiling

Fig. 11 Variation of pool boiling nucleation site density for
ethanol on brass surface

Fig. 12 Variation of pool boiling nucleation site density for
ethanol on stainless steel surface
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pool boiling nucleation site density on stainless steel increases
very rapidly with small decreases in the critical radius. This is in
stark contrast to the gas nucleation experiments where it is ex-
tremely difficult to activate any nucleation sites due to cavity
flooding.

If the variation of nucleation site density was controlled by
some other mechanism than heterogeneous cavity vapor trapping,
then on any given surface the nucleation site density should be
independent of the surface roughness. In order to test an extreme
case with ethanol, the brass surface was polished to a mirror-like
finish. The measured rms roughness is 0.018 �m as compared
with the rough brass surface that has a rms roughness of 1.02 �m.
The nucleation site densities measured for the rough and polished
brass surface are compared in Fig. 13. It is seen that slightly more
superheat �1.7°C� is required to achieve incipience with the pol-
ished surface. However, once incipience is established, there is
essentially no difference in the variation of nucleation sites on the
coarse and polished surfaces. These results provide substantial
additional evidence that another mechanism other than heteroge-
neous cavity vapor trapping is involved in seeding pool boiling
nucleation sites.

6 Discussion
There was some speculation that some dissolved gas might pre-

cipitate out of the ethanol to form microbubbles, and these may be
responsible for seeding the nucleation. To further explore the ef-
fect of dissolved gas in ethanol, a rigorous degassing procedure
was done. The degassing procedure consisted of attaching a
vacuum pump to the boiling chamber and pumping down the
chamber with and without boiling through several cycles. No
chemical analysis was done on the ethanol, so the degree of de-
gassing that was achieved is uncertain. Subsequent to the degas-
sing procedure it was found that the incipient points of ethanol on
brass and stainless steel are very similar to those reported in Figs.
11 and 12. Furthermore, no microbubbles were visually observed
in the liquid prior to incipience. So, microbubbles have been ruled
out as the mechanism driving the present observations.

Recently, Theofanous et al. �21� reported nucleation site density
measurements with pool boiling of water on a Ti film surface with
a mean roughness of 4 nm. The surface was manufactured by
electron beam metal vapor deposition on a glass substrate. It was
found that the incipient superheat is approximately 10°C. Accord-
ing to cavity vapor trapping nucleation theory, the nano-scale sur-
face features cannot activate nucleation sites at such low super-
heat. They speculated that cavity vapor trapping cannot be
responsible for nucleation site formation.

Since the pioneering work of Corty and Foust �3� and Griffith
and Wallis �22� heterogeneous nucleation theory based on cavity
vapor trapping has been almost exclusively relied upon to predict
incipience and nucleating characteristics of boiling systems.
Based on the wealth of experimental observations reported in the
literature and the incontrovertible microscopic measurements by
Cornwell �6�, there is no valid reason to doubt that vapor trapping
cavities are responsible for seeding nucleation sites in boiling sys-
tems. However, there is ample evidence from this work and �21�
that vapor trapping cavities are not exclusively responsible for
seeding nucleation sites. Certainly there is no other obvious
mechanism that is responsible for seeding nucleation sites when
vapor trapping cavities are not available. Nevertheless, after an
exhaustive search, a plausible mechanism has been identified that
can explain the formation of boiling nucleation sites when vapor
trapping cavities are not available. This mechanism is discussed
next.

Most recently Tyrrell and Attard �23� obtained an atomic force
microscope �AFM� image of very closely packed nanobubbles
that cover a smooth hydrophobic surface �glass with 0.5 nm rms
roughness� submerged in water. From theoretical considerations,
stable spherical nanobubbles cannot exist because the high inter-
nal pressure would preclude equilibrium with the surroundings.
However, the image reveals that the bubbles are pancake shaped
with a large base and small height. The average height is reported
to be 20–30 nm with a base diameter on the order of 200 nm.
Modeling a nanobubble as the cap of a sphere, the radius of cur-
vature of the cap is on the order of 0.3 �m. Although the dimen-
sions of the AFM image are not quantitatively precise, since the
AFM tip influences the shape of the deformable bubble, the un-
certainty in the dimensions are on the order of several nanometers.
A radius of curvature on the order of 1 �m is required to activate
nucleation sites with low superheat. It is not unreasonable to ex-
pect that, due to statistical variations in shape and size, pancake
shaped nanobubbles exist with the appropriate critical radius of
curvature for nucleation, especially since close packed
nanobubbles can merge. Although the detailed surface physics
controlling the nanobubbles are not well understood, it is clear
that there is a strong attractive force holding these pancake shaped
bubbles on the solid surface. It has been observed that the
nanobubbles easily cover the whole surface within 10–20 min
after scraping the surface. Ishida et al. �24� also used AFM to
image nanobubbles on hydrophobic surfaces. However, with wa-
ter on a hydrophilic surface, nanobubbles were not observed. So,
whether or not nanobubbles can cover an ethanol submerged sur-
face is uncertain, especially since the mechanism for inducing and
sustaining nanobubbles is not known. Nevertheless, the identifica-
tion of nanobubbles as potential nucleation sites in boiling sys-
tems certainly requires further scrutiny.

The experimental observations of nanobubbles on a hydropho-
bic surface by Tyrrell and Attard �23� and Ishida et al. �24� remain
controversial. However, indirect evidence of their existence has
been provided by Tretheway and Meinhart �25� who measured a
slip length on the order of 0.92 �m between a fluid and a hydro-
phobic surface. Tretheway and Meinhart �26� attribute the velocity
slip to the presence of nanobubbles on the surface. They also
report that increasing system pressure can inhibit the formation of
nanobubbles and reduce the velocity slip. It is interesting that
Mizukami et al. �27� report experiments with pool boiling of eth-
anol on a 0.3-mm-diam platinum wire in which incipience occurs
with low superheat and no pre-pressurization of the boiling cham-
ber. With moderate and high pre-pressurization, very high super-
heat is required for incipience. If nanobubbles do exist, the sup-
pression of nanobubbles with pre-pressurization is a possible
explanation for their results.

7 Concluding Remarks
The reliable prediction of nucleation site density in boiling sys-

tems based on first principles has been elusive. Some limited suc-

Fig. 13 Variation of pool boiling nucleation site density for
ethanol on coarse and polished brass surfaces
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cess has been achieved by Wang and Dhir �7,9� with water on
copper and with water on brass from this study shown in Fig. 8.
However, these cases are the exception. Kenning �28� remarked,
“At any time, a research community has a set of what should be
working hypotheses, but which may become so firmly accepted
that they are rarely questioned.” The assumption that vapor trap-
ping cavities are exclusively responsible for seeding heteroge-
neous boiling nucleation sites is one such hypothesis. The fact that
pool boiling nucleation sites are easily formed using ethanol, a
highly wetting fluid that floods cavities, is suggestive that another
mechanism other than heterogeneous nucleation is responsible for
the formation of nucleation sites. The existence of nanobubbles
offers a plausible mechanism for seeding nucleation sites and re-
quires extensive further scrutiny. Other mechanisms that can ex-
plain the collection of experimental observations should also be
sought after.

Nomenclature
d � cavity diameter, �m

f�d� � probability density function for finding cavities
with diameter d, �m−1

g��� � probability density function for finding cavities
with half cone angle �, rad−1

hfg � latent heat of vaporization, J/kg
n /A � nucleation site density, cm−2

N /A � number of cavities per unit area, cm−2

�P � change in pressurization, MPa
rc

* � critical cavity radius, �m
Tsat � saturation temperature, °C

�Tsat � wall superheat, °C
��Tsat�inc � wall superheat at the incipient point, °C

Greek Symbols
� � contact angle, rad

�d � mean of the cavity diameter distribution, �m
�� � mean of the cavity half cone angle distribution,

rad
�g � density of vapor, kg/m3

� � liquid/gas interfacial surface tension, N/m
�d � standard deviation of the cavity diameter distri-

bution, �m
�� � standard deviation of the cavity half cone

angle distribution, radians
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Film Condensation of R-134a
on Tube Arrays With Plain
and Enhanced Surfaces:
Part I—Experimental Heat
Transfer Coefficients
The aim of the present investigation was to study the effect of condensate inundation on
the thermal performance of a vertical array of horizontal tubes with plain and enhanced
surfaces. Refrigerant R-134a was condensed at a saturation temperature of 304 K on
tube arrays with up to ten tubes at pitches of 25.5, 28.6, and 44.5 mm. Notably, local
condensing heat transfer coefficients were measured at the midpoint of each tube, as
opposed to mean values. Four commercially available copper tubes with a nominal
diameter of 19.05 mm �0.75 in.� were tested: a plain tube, a 26 fpi/1024 fpm low finned
tube, and two tubes, with three-dimensional (3D) enhanced surface structures. At low
liquid inundation rates, the tubes with 3D enhanced surface structures significantly out-
performed the low finned tube. Increasing liquid inundation deteriorated the thermal
performance of the 3D enhanced tubes, whereas it had nearly no affect on the low finned
tube, resulting in a higher heat transfer coefficients for the low finned tube at high liquid
film Reynolds numbers. All the tests were performed with minimal vapor shear.
�DOI: 10.1115/1.2130400�

Keywords: condensation, refrigerant, R-134a, plain tube, finned tube, enhancement

Introduction
Condensation on single tubes has been widely studied analyti-

cally on plain and low finned tubes �but not three-dimensional
�3D� enhanced surface tubes� and in numerous experimental in-
vestigations. Although for plain and two-dimensional �2D� finned
tubes analytical models and empirical correlations have been de-
veloped, no general models have been established for three-
dimensional finned tubes, for which the few existing prediction
methods are always for one specific surface structure and fluid
and, thus, lack generality. In order to judge the thermal perfor-
mance of three-dimensional finned tubes, industry depends on ex-
perimental investigations. Although R-134a is widely used, only
few data are available in literature for the 3D surfaces. For ex-
ample, Chang et al. �1�, Jung et al. �2�, and Kumar et al. �3�
performed measurements of single tube performance for conden-
sation of R-134a on plain and enhanced tubes. Condensation in
actual condensers may be very different from condensation on a
single tube because the tubes are affected by an inundation of
condensate from the neighboring tubes above. The effect on con-
densate inundation for R-134a was investigated experimentally in
several studies. Cheng and Wang �4� conducted experiments on
six tubes arranged in two rows, located side by side with three
tubes one above the other in each row, set in nearly stationary
vapor. Seven kinds of tubes were tested including three low finned
tubes. Huber et al. �5–7� presented data for condensation of refrig-
erant R-134a on a five-rows-wide-by-five-rows-deep staggered
tube bundle. They provided data for low finned tubes, enhanced
tubes, and also a comparison with R-12. Rewerts et al. �8� studied
the effect of R-134a inundation on enhanced tube geometries.

They simulated the effect of condensate inundation up to a depth
of 30 rows by introducing a two-phase refrigerant mixture into the
test section. Kulis et al. �9� presented experimental data for
R-134a and R-22 condensing on a staggered bundle of 19 finned
tubes. Honda et al. �10,11� investigated the effect of vapor shear
during condensation on staggered bundles of low finned and 3D
enhanced tubes. Belghazi et al. �12,13� performed measurements
with pure R-134a and different zeotropic mixtures with R-134a
and R-23 on plain and enhanced tubes.

Without condensate inundation, the tubes with 3D-enhanced
surface structures outperformed the low finned tubes, whereas the
deterioration in heat transfer with inundation was found to be less
pronounced for the low finned tubes. This difference in behavior
was often attributed to differences in flow pattern on the low
finned and 3D enhanced tubes. However, in many investigations,
there was no visual access to observe the condensate flow, espe-
cially during bundle tests.

For this reason, the aim of the current investigation is to study
condensation on an array of horizontal tubes in a test facility
offering complete visual access to observe the condensation pro-
cess of R-134a. Second, modern heat exchanger design softwares
use an incremental thermal design approach, dividing the heat
exchanger up into a multitude of small zones and calculating local
heat transfer performance in each of these zones. In contrast, up
until now, all condensation data have been obtained as mean val-
ues along the tube length �not withstanding the varying axial con-
ditions that influence the heat transfer process�, which are not
optimal for developing local design methods. Since local data are
what are really needed to progress further in this research area, a
temperature-profile approach already used successfully for in-tube
boiling and bundle boiling in the Laboratory of Heat and Mass
Transfer �LTCM� at Ecole Polytechnique Fédérale de Lausanne
�EPFL� will be applied for the first time here to shell-side conden-
sation �to our knowledge� to obtain local heat transfer coefficients
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�actually perimeter-averaged values at the midpoint of each tube�.
Furthermore, the water flow rate is alternated between left and
right in each successive tube row to attain the most uniform axial
distribution of the condensate feasible and thus create “ideal”
measurement conditions, as opposed to a one-tube-pass design
that would create an axial migration of condensate toward the
lower heat flux end of the bundle and result in a test section
design effect on the data.

This paper focuses on the experimental determination of the
heat transfer coefficients. New predictive methods based on these
experimental results and visual observations of the liquid flow are
proposed in Part II of this paper �14�. Visualizations of R-134a
flowing on the array under adiabatic and condensing conditions
have been shown in Gstoehl and Thome �15�.

Description of Experimental Facility and Test Sections
A new falling film heat transfer test facility has been built,

which can be operated in condensation or evaporation test mode.
A schematic diagram of the test facility in condensation test mode
is given in Fig. 1; for the evaporation test mode, refer to Roques
�16�. The test facility consists of a natural-circulation loop for
R-134a �solid lines� and forced-circulation loops for the cooling
water for the test section �dashed lines� and for cooling glycol for
the auxiliary condenser �dotted lines�.

Refrigerant Loop. The refrigerant circuit is basically com-
prised of an electrically heated evaporator to maintain the desired
saturation condition, an auxiliary condenser to create a vapor flow
in the test section, and the test section itself. Refrigerant vapor is
generated in the flooded evaporator with immersion heating ele-
ments that can provide a heating capacity of up to 60 kW �1�. The
saturated vapor leaving the evaporator passes through the droplet
separator �2�. This large volume vessel slows down the vapor flow
such that the low velocity allows droplets entrained from the
evaporator to settle out and return back to the evaporator. This
ensures that the vapor does not contain droplets. After leaving the
droplet separator, the vapor passes into the superheater, which is a
1.1 m long section of copper pipe wrapped with an electrical heat-
ing tape �3�. The heating capacity of the vapor superheater is
1 kW. It was only used at low power to compensate for heat
losses to the environment and it was adjusted so that the vapor
arrives a little superheated at the test section ��0.3 K�. The vapor
enters the test section through three large inlets at the top in order
to distribute it evenly within the test section �4�. In the test sec-
tion, the vapor is partially condensed on the tubes. The excess
vapor leaves the test section in the lower part through four outlets

�two on the front side and two at the back side�. Then the vapor
goes to the auxiliary condenser, where it is condensed completely
�5�. The condensate formed in the test section and in the auxiliary
condenser drains back to the evaporator by gravity.

In order to study the effect of liquid inundation on the perfor-
mance of the tubes, the test section is equipped with a system to
distribute liquid refrigerant onto the top tube. In this way not only
can the behavior of the top tube rows of a condenser be investi-
gated without overfeed, but also the conditions on lower tube
rows in large condensers can be simulated.

While operating, most of the liquid is in the flooded evaporator,
which acts as a liquid reservoir in the circuit �1�. From there the
refrigerant flows through a filter/dryer to the magnetically driven
gear pump �6�. Bypass piping together with a frequency controller
on the pump are used to achieve the desired liquid flow rate. The
liquid refrigerant then passes through a Coriolis mass flowmeter
�7� to the liquid heater �8�. The liquid heater consists of two elec-
tric heating elements in series wrapped tightly around the copper
pipe with a heating capacity of 500 W each. The liquid heater is
used to bring the refrigerant close to the saturation conditions
�with �0.8 K of subcooling�. The liquid refrigerant enters the test
section by two inlets; one inlet is located on the left and one on
the right. Both inlets are equipped with valves to control the dis-
tribution in the test section. The liquid refrigerant from the over-
feed and the condensate generated on the tubes leave the test
section through an outlet at the bottom.

Water Loop. The cooling water flowing inside the test tubes is
heated up in the test section and cooled back down with industrial
water. This forced-circulation loop for the cooling water is illus-
trated in Fig. 1 with dashed lines. The circuit is equipped with a
centrifugal pump �9�. An electronic speed controller together with
a bypass and a valve affords good precision in the mass flow
adjustment. After the pump, the water goes into a liquid-liquid
heat exchanger �10�. In this heat exchanger, the test-section water
exchanges heat with industrial water �13�. This is water from Lake
Geneva, available in the laboratory at an almost constant tempera-
ture of 280 K �7°C�. The cooling capacity of the exchanger is set
by adjusting the mass flow rate of industrial water. The total mass
flow rate of water circulating in the loop is then measured with a
Coriolis mass flowmeter �7�.

The main flow of water is then split to the subcircuits of the test
section. Each subcircuit has its own float flowmeter �11� and valve
to control its flow rate and thus set the water distribution uni-
formly between the subcircuits. The goal is to have the same flow
rate in all subcircuits. There are up to five subcircuits in the main
circuit �only two are shown in Fig. 1�. A subcircuit usually has
two tube passes, i.e., water goes in a test tube in one direction �left
to right� and comes back through the test tube just above in the
opposite direction within the test section �4�. With this setup, the
water temperature profiles in the two tubes are opposed. The
quantity of liquid refrigerant condensed after each two tubes in the
test array is thus nearly uniform along the tube length. In contrast,
tests in other published projects often use only one water pass,
which creates an imbalance in the condensate distribution along
the tubes and hence data dependent on the test setup, which is to
be avoided. After the test section, the subcircuits merge and the
water flows back to the pump.

Glycol Loop. Glycol is used as a cold source for the auxiliary
condenser of the test facility. The glycol is heated up when it
passes through the auxiliary condenser and is also cooled by in-
dustrial water. This circulation loop of glycol is shown in Fig. 1 as
dotted lines. The circuit is equipped with a centrifugal pump �9�.
An electronic speed controller together with a bypass and a valve
are used for the glycol mass flow adjustment. After the pump, a
part of the glycol passes to a liquid-liquid heat exchanger �10�. In
this heat exchanger, the glycol is cooled by industrial water �13�.
As the industrial water is at constant temperature, the cooling
capacity of the heat exchanger is set by adjusting the mass flow of

Fig. 1 Schematic of the experimental apparatus
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the water by a hand valve. The cooled glycol leaving the heat
exchanger flows to the motorized three-way valve �12�. In this
valve cold glycol is mixed with the glycol that did not pass
through the heat exchanger to obtain the desired temperature. This
recirculation allows a fine adjustment of the glycol temperature.
The glycol mass flow is then measured by a Coriolis flowmeter
�7�. The conditioned glycol then goes to the auxiliary condenser,
which is a three-pass condenser with a design capacity of 50 kW.

Test Section. The test section is a rectangular stainless-steel
vessel illustrated in Fig. 2. Its internal dimensions are 554�650
�69 mm �W�H�D�. In the present investigation the heat trans-
fer coefficient during condensation on the outside of horizontal
tubes is measured. The tubes tested have a nominal outer diameter
of 19.05 mm �0.75 in.� and an active length of 554 mm. They are
arranged in a vertical array. The end plates, which hold the tubes
on the left and right, are removable. This allows the set of end
plates to be changed to obtain different distances between the
tubes. Depending on the tube pitch, arrays of 6–10 tubes can be
tested. In order to have full visual access to observe the conden-
sate flow on the tubes, the test section is equipped with six large
windows �120�250 mm�. The vapor velocity in the test section is
always below 0.2 m/s and vapor feed to vapor condensed ratio
was typically about 2.

Special care has been taken to achieve uniform distribution of
liquid refrigerant along the top tube in the array. The distributor
designed for this purpose is a rectangular box inserted in the test
section above the tube array; for details refer to Gstöhl �17� and
Gstoehl and Thome �15�. At high liquid flow rates a continuous
sheet leaves the distributor, but at low flow rates the distribution
of the droplets is not uniform. For this reason a half tube was
added just below the distributor. The bottom of the half tube was
machined to form a sharp edge. The liquid falls locally along the
half tube and overflows on both sides. The sharp edge forces the
liquid to leave at the bottom of the half tube. By rotating the half
tube, the direction of the liquid leaving the tube at the edge can be
adjusted to ensure that the liquid falls exactly on the top of the
first test tube. The temperature of the overfeed liquid is controlled
by a heater and monitored by thermocouples to maintain its sub-
cooling to �0.8 K.

A new type of heat transfer measurement strategy has been
developed in order to obtain local values of the heat transfer co-
efficient at the midpoint of each tube in the array. In other previ-
ous published studies, only the inlet and outlet temperatures of the
water have been measured. With that type of measurement, only a
mean heat transfer coefficient for the entire tube can be obtained,
but with a variation of heat flux and inundation along the tube. In

this study, a stainless-steel tube with an external diameter of
Dstainless=8 mm instrumented with six thermocouples is inserted
inside each test tube. A schematic of this instrumentation setup is
depicted in Fig. 3. The thermocouples are located at the three
positions indicated along the axial direction of the tube. At every
location, one thermocouple �0.5 mm dia� is facing upward and
one is facing downward to measure the temperature of the water
flowing in the annulus between the stainless-steel tube and the
tested tube. The thermocouple leads are all brought out at one end
on the inside of the stainless-steel tube.

In addition, the stainless tube helps to increase the water side
coefficient as the flow area for the water is reduced and its en-
trance length is reduced. In pretests, a difference of 0.2 K or larger
was observed between the thermocouple facing upward and the
one facing downward at individual locations in the water-side
annulus. To increase the accuracy of the measurement of the water
temperature, a wire �not shown� with a rectangular cross section
�0.9�2.8 mm� has been wound helically �12 mm pitch� around
the stainless-steel tube. This promoted mixing, minimized any
thermal entrance effect, and further increased the water-side heat
transfer coefficient. The difference in readings at one axial loca-
tion was thus reduced typically to �0.05 K.

The vapor pressure in the test section is measured with two
absolute pressure transducers. One is connected to the test section
above the array of tubes and one below. The vapor temperature
above the tubes is measured with six thermocouples: three are
situated on the front and three on the rear of the test section. They
are 1 mm in diameter and the junctions are located in the middle
between the test section wall and the distributor. The temperature
of the liquid entering the test section is measured with one ther-
mocouple inserted in each inlet.

A National Instruments SCXI data acquisition system was used
with LABVIEW to receive and store the data from the instrumenta-
tion. All instruments were carefully calibrated. The thermocouples
were calibrated using a platinum thermometer in temperature
steps of 3 K from 276 to 306 K. To verify satisfactory thermo-
couple calibration, thermocouple measurement checks under adia-
batic conditions were made prior to condensation measurements.
A second computer equipped with the same SCXI system was
used to control the test facility �mainly to maintain the desired
saturation pressure by controlling the electrical power of the
evaporator�. All the important parameters were calculated and dis-
played online on the two computers to impose optimum test con-
ditions.

Tested Tube Configurations. In order to study the effect of the
distance between the tubes, three different tube arrangements have
been tested. The tube pitches, center to center, were 25.45, 28.6,
and 44.5 mm �the largest representing that typical of actual con-
densers with staggered tube layouts�. With the nominal tube di-
ameter of 19.05 mm �0.75 in.�, intertube spacings of 6.4, 9.5, and
25.5 mm are obtained. The distance between the distribution half
tube and the top tube was equal to the distance between the tubes
to reproduce the same falling effect. At the smallest tube pitch of
25.5 mm, ten tubes were installed. At the tube pitch of 28.6 mm,
nine tubes were installed. At the largest tube pitch of 44.5 mm,
only six tubes could be mounted.

Fig. 2 Test section

Fig. 3 Schematic of the instrumentation setup for a pair of
tubes to measure the temperature profile of the water flowing
inside
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Four commercially available copper tubes were tested: a plain
tube, a standard 26 fpi/1024 fpm low finned tube �Turbo-Chil�
and two condensation tubes with 3D enhanced surfaces �Turbo-
CSL and Gewa-C�. Close-up pictures of the external tube surfaces
are given in Fig. 4.

The two 3D-enhanced condensation tubes are low finned tubes
that were obliquely cut through the upper part of the fins. The
Turbo-Chil, the Turbo-CSL, and the Gewa-C tube have helical
ribs on the inside to increase the water-side heat transfer coeffi-
cient. The tube diameter at the fin tip Do, and the external and
internal root diameters, Dor and Di, respectively, are given in
Table 1.

The fin pitch of the Turbo-Chil tube determined on micrographs
of an axial cut corresponded to a fin density of 27.2 fpi, which is
a little higher than the nominal of 26 fpi cited by the manufac-
turer. It was also observed on micrographs of the Turbo-Chil tube
that the heights of the fins were not uniform. The values of the fin
height measured on micrographs ranged from 1.24 to 1.47 mm
with a mean value of 1.36 mm. The fin thickness at the tip tt was
0.18 mm, and the fin thickness at the base tb was 0.51 mm.

Test Conditions
Four types of tubes were tested at three different intertube spac-

ings. During the measurements, the heat flux was kept constant
and liquid overfeed rate was increased stepwise up to film Rey-
nolds numbers of 3000. Measurements with increasing overfeed
rate were performed at three heat flux levels. The nominal heat
fluxes were 20, 40, and 60 kW/m2 for the three enhanced tubes;
for the plain tube lower heat fluxes of 6, 12, and 20 kW/m2 were

tested because of its lower thermal performance. The nominal
heat flux is approximately the average heat flux of the tube array,
whereas the actual local heat fluxes are obtained at the midpoints
of the tubes, as will be discussed in the next section.

In addition, measurements without liquid overfeed were taken
over the same heat flux range mentioned above. Because of the
current two-pass setup, the heat fluxes achieved on the odd and
even tubes at one nominal heat flux varied substantially. An over-
view of the complete database established in the current investi-
gation is given in Table 2. The ranges of the main variables are
listed for all types of tubes.

Data Reduction and Accuracies
The local external heat transfer coefficient at the midpoint of

each tube is derived from temperature measurements of the cool-
ing water flowing inside the tubes by a modified Wilson plot ap-
proach. Using water flowing through the tubes to condense the
refrigerant on the outside of the tubes, the water undergoes a
temperature change while the phase changing refrigerant stays at
the same saturation temperature. This produces a change in local
heat flux as the temperature difference between the water and the
refrigerant decreases along the length of the tubes. The internally
mounted thermocouples measuring the water temperature within
the tubes in the axial direction permit the water-temperature pro-
file to be determined as a function of the distance x along the
tubes

Twat = f�x� �1�
Then, the local heat flux on the outside of the tube can be derived
from the water temperature profile as

qo =
ṁcp,wat

�Do

dTwat

dx
�2�

where ṁ is the water mass flow rate and cp,wat the specific heat of
water. The local overall heat transfer coefficient Uo is obtained
from its definition

Uo =
qo

Tsat − Twat
�3�

with the saturation temperature of the refrigerant Tsat and the local
bulk temperature of the water Twat. The condensing-side heat
transfer coefficient �o can thus be calculated from

�o = � 1

Uo
−

1

�i
�Do

Di
� − rw�−1

�4�

where �i is the water-side heat transfer coefficient and rw is the
thermal resistance of the copper tube wall given by

rw =
Do

2�w
ln�Dor

Di
� �5�

Di is the inside diameter of the tube, Dor is the outside root diam-
eter, and �w is the thermal conductivity of the tube material. All
values of �o reported here are based on the nominal surface area
of the tubes at their fin tip diameter Do.

Fig. 4 Tubes tested in this study

Table 1 Geometrical specifications of the tubes tested

Table 2 Experimental database for R-134a at a saturation tem-
perature of 304 K
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The inside heat transfer coefficient �i is determined by a modi-
fied Wilson plot approach. The essence of this technique is that
the form of the relationships for the heat transfer on the internal
and external side of the tube are known apart of certain constants.
The modified Wilson plot technique consists of measuring the
overall heat transfer for several conditions �at different water Rey-
nolds number covering the expected range in the experiments� and
correlating all the results to find the unknown constants. The
method used in the present study is based on the modified Wilson
plot as proposed by Briggs and Young �18�.

Typically, the modified Wilson plot method is used to determine
a leading empirical constant in the Sieder and Tate correlation
�19� for single phase internal flow. One disadvantage of this is that
the Sieder and Tate equation is only suitable for fully turbulent
flows �Rewat�10,000�. For this reason, in the present study the
Gnielinski correlation �20� for single phase internal flow is used
for the internal heat transfer coefficient. This correlation is suit-
able for Reynolds numbers corresponding to part of the transition
region �4000�Rewat�10,000� as well as the fully turbulent re-
gime up to Rewat=106. Working with small water Reynolds num-
bers increases the accuracy in the determination of the local heat
flux. The internal heat transfer in the annulus can be written as

�i = Ci�Gni �6�

where Ci is an empirical factor to be found and �Gni according to
Gnielinski is

�Gni =
f/8�ReDh − 1000�Prwat

1 + 12.7�f/8�1/2�Prwat
2/3 − 1�

�wat

Dh
�7�

and Dh=Di−Dstainless is the hydraulic diameter for the water in the
annulus. For the friction factor f , the correlation f
= �0.79 ln Rewat−1.64�−2 developed by Petukhov in �19� for plain
tubes is used.

The leading constant Ci characterizes the influence of the inside
surface enhancement, the annular section, and the copper wire
wound around the inner stainless-steel tube on heat transfer. In the
present investigation the modified Wilson plot approach to deter-
mine the values of Ci for all types of tubes was implemented using
nucleate pool boiling on the outside of the tubes. Compared to the
alternative modified Wilson plot approach using condensation
data, this offers the advantage of large external heat transfer co-
efficients, which are desirable for determining Ci at large heat
fluxes where the measurement uncertainties are smaller. In addi-
tion, the heat transfer coefficients in pool boiling increase with
heat flux and are nearly uniform around the tube perimeter. In
nucleate pool boiling, the heat transfer coefficient can be de-
scribed by following relation:

�o = Coqo
n �8�

Substitution of Eqs. �6� and �8� in Eq. �4� and rearranging leads to

� 1

Uo
− rw�qo

n =
1

Ci
� qo

n

�Gni
�Do

Di
+

1

Co
�9�

This equation has a simple linear form of

Y =
1

Ci
X +

1

Co
�10�

With a change of the water velocity, the values of X and Y are
altered. The modified Wilson plot technique consists of measuring
representative points of this linear relation and performing a linear
regression on them. The inverse slope of this fit gives the value of
Ci and the inverse of the y-axis intercept yields Co. Our interest is
the value of Ci, as in combination with the Gnielinski correlation
the water-side coefficient can be determined according to Eq. �6�.

In Eq. �8� the value n=0.7 was used as a first estimate for all
types of tubes and then its value was determined afterward by an
iterative procedure described in Gstöhl �17�. For the Wilson plot
tests, the test section was flooded and water Reynolds number was

varied from 6000 to 16,000. The tests were performed at fixed
heat duties in order to minimize the effect of the assumption made
by Eq. �8�. For all four types of tubes, tests were performed at
different heat flux levels and for different tubes to obtain the fol-
lowing values of Ci :1.27±0.1 for the plain tube, 2.94±0.2 for the
Turbo-Chil tube, 3.83±0.2 for the Turbo-CSL tube, and 3.99±0.2
for the Gewa-C tube.

Alternatively, assuming a heat flux dependency of −1/3 typical
of plain and low finned tube models �suggested to us by Rose
�21��, a modified Wilson plot analysis was also performed on the
single plain tube and low finned tube data �top tube row data
without overfeed�, resulting in values of Ci=1.25 and Ci=2.82,
respectively, which agree well with those from the pool boiling
results. However, for all tubes the values of Ci determined using
nucleate pool boiling were used in the data processing.

In the data reduction, the physical properties of R-134a were
evaluated using the software REFPROP at a saturation temperature
that was derived from the mean value measured by the two pres-
sure transducers. The physical properties of water were deter-
mined with the software EES.

With the help of Eqs. �2�–�7�, the heat transfer on the outside of
the tube can be calculated from the measured water-temperature
profile, the water mass flow rate, and the saturation temperature of
the refrigerant. For a given water-temperature profile, the outside
heat transfer coefficient can be calculated at any location along the
axis of the tube. However, in this study the coefficient �o is only
evaluated at the midpoint along each tube, where the most accu-
rate measurement can be made.

The water-temperature profile is approximated by a second-
order polynomial fit of the six thermocouples at the three axial
locations.

A propagation of error analysis was performed to estimate the
accuracies of the local heat transfer coefficients �17�. The esti-
mated accuracies for all types of tubes at the three nominal heat
flux levels are given in Table 3.

The uncertainty in the local heat transfer coefficient decreases
with increasing heat flux. For a higher heat flux, the temperature
differences become larger, which means that the relative error of a
temperature difference decreases for a constant absolute error in
the temperature measurement. In laminar film condensation, the
external heat transfer coefficient is determined by the thickness of
the condensate film. A low heat flux or a low inundation rate
creates a thin condensate film and hence a high heat transfer co-
efficient. In this case, the error in the measurement of the external
heat transfer coefficient caused by the uncertainty of the internal
heat transfer coefficient increases as the heat flux decreases.

The propagation of error analysis has been applied to each ex-
perimental data point. For all measurements, the experimental un-

Table 3 Mean relative errors in local heat transfer coefficients
at the three nominal heat flux levels
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certainty of the heat transfer coefficient �o is, on average, ±8.3%,
with 90% of points having an uncertainty less than ±12.8%, and
all points less than ±20.5%.

The dominating parameters in the propagation of error analysis
were found to be the measurements of the water temperatures and
the internal heat transfer coefficient �due to the error on Ci�. In
order to minimize the experimental errors during the experiments,
the propagation of error analysis was implemented directly in the
LABVIEW software on the data acquisition computer. This allowed
the mass flow rate to be adjusted �to adjust �i� during the mea-
surements to obtain minimum experimental errors depending on
the measured heat fluxes.

Experimental Results

Comparison of Single Tube Data With Other Investigations.
R-134a is now a widely used refrigerant, but only few data are
available in literature for direct comparison to the tubes tested
here. A comparison of the present experimental data to experimen-
tal data of R-134a of other investigations is made in Fig. 5. The
data points of these investigations were digitized from the
publications.

For plain tubes in Fig. 5�a�, Belghazi et al. �12� performed
measurements on a 13�3 bundle of smooth horizontal tubes.
They also reported data of the heat transfer coefficient on the first
row for condensation of R-134a at a saturation temperature of
40°C. Their values are slightly higher than the values for the plain
tube in the present study. This might be because the tubes they
tested were 16.8 mm dia as opposed to 18.91 mm used in the
present investigation. Smaller tubes tend to have a higher heat
transfer coefficient as the condensing length is shorter �i.e., as per
Nussselt’s theory�. Kumar et al. �3� performed single tube tests
with R-134a condensing on a plain tube which was 21.35 mm dia.

The data they obtained at a saturation temperature of 39°C are
lower than in the present study because of the increased condens-
ing length. Chang et al. �1� conducted experiments to study the
condensation heat transfer characteristics of horizontal enhanced
tubes. He tested a plain tube and different enhanced tubes, includ-
ing a 26 fpi low fin tube and a Gewa-C tube. Their experimental
points for the plain tube with a diameter of 19.03 mm at a satu-
ration temperature of 40.6°C are close to those of the current
investigation. There is also an effect of the saturation temperature,
due to the change in physical properties. However, according to
Nusselt’s theory an increase of the saturation temperature from
31°C in the current study to 40°C results in only a 4% decrease
of the heat transfer coefficients.

For the plain tube, a comparison with Nusselt’s well-known
equation for condensation on a single tube is also shown in Fig.
5�a�, evaluating the physical properties at the saturation tempera-
ture. On average, all data measured on the top tube in the array are
1.0% above Nusselt’s prediction. Taking into account the subcool-
ing of the condensate by the use of an effective latent heat of
evaporation hLV� =hLV�1+0.68cp,L�Tsat−Tw� /hLV� �22� and evaluat-
ing the physical properties at an effective film temperature, Tw
+0.25�Tsat−Tw� as proposed by Drew �23�, the current data are
overpredicted on average by 2.2%. This difference is in the range
of the scatter of the measured values and smaller than the uncer-
tainty in the measurement of the heat transfer coefficients. For this
reason, the effect of subcooling was not taken into account and the
physical properties were evaluated at the saturation temperature
for all further comparisons.

A comparison for the Turbo-Chil tube is given in Fig. 5�b� on
the right. More data are available in the literature for condensation
of R-134a on 26 fpi low fin tubes than for plain tubes. Honda et
al. �11� studied the condensation of R-134a on a staggered bundle

Fig. 5 Condensation on the top tube without liquid overfeed
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of finned tubes, including the effect of vapor shear. For the com-
parison here, only their data at the lowest vapor velocity �7 m/s�
were taken. The geometrical specification of their tube is close to
the Turbo-Chil tested in the present investigation, but their mea-
sured values of the heat transfer coefficient are a little higher,
which might be due the small dimensional differences. Belghazi et
al. �13� gave data for the heat transfer coefficient on the top row in
their bundle of Gewa-K26 tubes, 26 fpi low fin tubes from
Wieland. Their experimental data for their low finned tube are a
little higher than the present data. This might be due to the larger
fin height of their tubes, which is 1.5 mm as opposed to 1.36 mm
of the tubes used in the present study. Chang et al. �1� tested a
26 fpi low finned tube with a fin height of 1.16 mm. Their experi-
mental data are a little lower than the present data at higher con-
densate temperature differences. Honda et al. �10� tested a bundle
of smaller diameter low finned tubes. Their tubes were
15.6 mm dia, but had approximately the same fin height of
1.43 mm. Their data are a little higher than the present data, but
lower than their data for the larger tubes. Condensation on low
finned tubes is controlled by surface tension with the fin height as
the characteristic length, not the tube diameter. Huber et al. �5�
studied condensation of R-134a on a 5�5 staggered bundle of
26 fpi low fin tubes. Their tubes were 18.8 mm dia and had a fin
height of 1.45 mm. They provided the experimental data in a
tabular format. The heat transfer coefficients for the first row are
listed in their publication, but only the average bundle heat flux is
mentioned. For the comparison here, the condensation tempera-
ture difference was calculated based on the average bundle heat
flux. Their data were a little lower than the present data.

A comparison of the heat transfer performance of the 3D en-
hanced tubes Turbo-CSL and Gewa-C to independent data is dif-
ficult. These geometries are only produced by the individual
manufacturers and few data are available. No published data are
currently available in the literature for the Turbo-CSL tube to our
knowledge. A comparison of the heat transfer performance for the
Gewa-C is also given in Fig. 5. Belghazi et al. �13� tested a Gewa
C� tube and Chang et al. �1� tested a Gewa-C tube. The geomet-
ric specifications �tube diameter, fin pitch, fin height� are very
close to the ones of the Gewa-C tube used in the present investi-
gations, but the fins of the Gewa C� tube were notched differ-
ently and the heat transfer coefficients measured in these studies
are higher than the present data. In both studies, the differences
may be the fact that they measured mean values for the whole
length of tube as opposed to local values obtained in the present
study.

A comparison for the Turbo-Chil top tube data and a selection
of correlations for condensation on a single horizontal low finned
tube available in the literature is shown in Fig. 6. For the calcu-
lation of the heat transfer coefficient of the Turbo-Chil tube, the
actual fin pitch �0.94 mm�, the mean value of the fin height
�1.36 mm�, and the diameter at the fin root �15.99 mm� were used
in the calculations. The heat transfer coefficient was then related
to the nominal area of the low finned tube using the diameter at
the fin tip Do. For all calculations, the physical properties of the
refrigerant have been evaluated at the saturation temperature, ex-
cept for the model of Sreepathi et al. �24�, who mentioned that
they evaluated the physical properties at Tw+0.5�Tsat−Tw�. The
mean relative errors compared to the measured data for the low
finned tube are also given in Fig. 6. Surprisingly, the simple model
of Beatty and Katz �25� is very close to the measured data, even
though this model does not take into account the effects of surface
tension. They assumed that the entire tube surface was active for
condensation and that no condensate retention occurred, and they
neglected the surface tension drainage from the fin toward the fin
root. In the present situation, the overestimation of active surface
area seems to compensate for the underestimation of the increase
in heat transfer on the fins due to thinning of the liquid film by

surface tension. The fin efficiency, following the recommendation
of Beatty and Katz, was set to one, which gives higher values for
the heat transfer coefficient than when using the actual fin
efficiency.

An early model for condensation on horizontal integral-fin
tubes, including the effect of surface tension, was proposed by
Webb et al. �26�. In this method, they use an Adamek fin profile to
predict the heat transfer coefficient on the fins involving the de-
termination of the fin shape parameter �. In the present evaluation
of their model, the condensation on the fins was predicted using
their earlier simplified linear pressure gradient model described in
�27� as suggested by Thome �28� in order to avoid the determina-
tion of the shape parameter from the data. However, Rudy and
Webb �27� showed that this linear pressure gradient model lacks
general validity; they do not recommend its use. Evaluating their
model in this way overestimates the measured heat transfer coef-
ficient by 14%.

More recently, Rose �29� proposed a semi-empirical method for
condensation on a low finned tube with a trapezoidal fin shape.
This method overestimates the measured heat transfer coefficient
by 	23%. Briggs and Rose �30� extended the model by adding
the fin efficiency, but they assumed only rectangular fin profiles.
For the evaluation of this model, a rectangular fin shape with
average fin thickness t= �tt+ tb� /2 was used. The values obtained
from this model are very close to the previous values of the model
of Rose, but larger because of the fin shape effect.

Sreepathi et al. �24� developed a correlation for a trapezoidal fin
shape including fin efficiency effects. As seen on Fig. 6, this
model slightly underpredicts the present data at low condensate
temperature differences and slightly overpredicts the data at high
condensate temperature differences. The mean deviation with re-
spect to all measured data is only −2%. By the way, neglecting the
effect of fin efficiency, this model would overestimate the mea-
sured data by 	9%.

Kumar et al. �31� recently presented a very easy-to-use corre-
lation. This correlation underestimates the present data by 	20%,
which is smaller than the deviation of 35% they observed in a
comparison with data from 13 other investigators. Considering
that all these methods typically claim to be accurate to about
±20%, the deviations are within expectations and no conclusion
about which is the best model can be drawn here.

Because of the complex surface structure of the 3D enhanced
tubes, no analytical models and only few semi-empirical correla-
tions exist for these types of tubes. Kumar et al. �31� also used

Fig. 6 Comparison of single low finned tube data with differ-
ent correlations „e=mean relative error…
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data of spine-shaped integral fin tubes for development of their
correlation used for the comparison to the finned tube above. They
manufactured these tubes by cutting axial slots on the surface of a
finned tube. Belghazi et al. �13� proposed a method for their 3D
enhanced Gewa C� tube data, which is a notched fin tube. How-
ever, those methods are for their specific geometries and not for
general application.

Empirical Single Tube Correlations. No attempt has been
made to provide a new analytical model for condensation on a
single tube here. The previous section showed that there are ex-
isting methods for the plain and low finned tubes in good agree-
ment with the data. Instead, the experimental data are used to
provide empirical correlations for all four types of tubes for later
use in Part II �14� and by others. Based on the Nusselt theory, an
equation of following form is assumed:

�o

�L
� 	L

2


L�
L − 
V�g�1/3

= a Reb �11�

The bracketed term together with its exponent is a characteristic
length, and the complete term to the left of the equal sign corre-
sponds to the Nusselt number Nu* with this characteristic length.
The values of the multiplier a and the exponent b in Eq. �11� for
all types of tubes are listed in Table 4. The values of a and b
obtained from the fit for the plain tube are very close to the the-
oretical values of the Nusselt theory, which are 1.21 and −1/3,
respectively, while the others also closely fit their respective data.

A comparison of the present empirical correlations for the
single tube performance of all four types of tubes is depicted in
Fig. 7. The ranges of the film Reynolds numbers shown corre-

spond approximately to the measured ones. For the plain tube the
film Reynolds numbers are available only in the lower range, as
the measured heat fluxes for this tube were smaller. The Turbo-
CSL tube shows the highest single tube performance followed by
the Gewa-C and the low-finned tube. At a film Reynolds number
of 50, the 3-D enhanced tubes perform about 12 times the plain
tube, whereas the low fin tube has an enhancement ratio of
about 9.

Measurements With Liquid Inundation. Measurements with
liquid overfeed on the top of the array of tubes were performed at
three tube pitches and three heat fluxes for each type of tubes. The
nominal heat fluxes were 20, 40, and 60 kW/m2 for the enhanced
tubes and 6, 12, and 20 kW/m2 for the plain tube.

As shown in Fig. 7, the tubes with a 3-D enhanced surface
structure, the Turbo-CSL and Gewa-C tubes, have the highest
single tube heat transfer performance. The result of one series of
measurements with liquid overfeed of the Turbo-CSL tube is
given in Fig. 8. The heat transfer coefficient is plotted versus the
film Reynolds number of the condensate leaving the bottom of
each tube in analogy to the single tube tests. These measurements
were performed with the smallest tube pitch of 25.5 mm at a mean
heat flux of 40 kW/m2. Starting with no liquid overfeed ��
=0 kg/ms�, the mass flow rate was increased in 12 steps to a
maximum mass flow rate of �=0.135 kg/ms, with a smaller step
width at low mass flow rates. The film Reynolds numbers are
determined from an energy balance with the assumption that all
the liquid condensed on a tube flows onto the tube below. The film
Reynolds number is the local value at the midpoint of the tube
where the local heat transfer coefficient is determined. Different
symbols are used for the ten tubes in the array to illustrate the
evolution of heat transfer performance of every tube during one
series of measurements when the liquid inundation rate is in-
creased. Without overfeed �lowest film Reynolds number for each
symbol�, the heat transfer coefficient decreases from a value of
about 23 kW/m2 K on the first tube to a value of 13 kW/m2 K on
the tenth tube in the array.

In general, the heat transfer coefficient is high at low film Rey-
nolds numbers and decreases with increasing film Reynolds num-
ber. At a film Reynolds number of 	2200, the heat transfer coef-
ficient reaches a plateau and flattens out. This trend is observed on
all ten tubes in the array, proving the consistency of the experi-
mental setup with overfeed to simulate a large number of tube

Table 4 Coefficients in Eq. „11… for condensation on a single
tube without liquid overfeed

Fig. 7 Comparison of single tube performance without liquid
overfeed

Fig. 8 Measurements with liquid inundation on the Turbo-CSL
tube with a tube pitch of 25.5 mm at a nominal heat flux of
40 kW/m2

28 / Vol. 128, JANUARY 2006 Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



rows. Only the top tube deviates a little from the others. At low
film Reynolds numbers, its heat transfer coefficients are a little
below the other tubes, and at high film Reynolds numbers its
values are higher than the other tubes. This might be explained by
the fact that the liquid flow leaving the distribution half tube dif-
fers from the liquid flow leaving the enhanced tube. The film
Reynolds number leaving the tenth tube during the measurement
with the highest inundation rate would correspond approximately
to the 30th row in a heat exchanger at this specific heat flux.

During each series of measurements, the nominal row heat flux
was held constant, but as mentioned above, the experimental setup
has two tube passes. Thus, heat flux varied substantially between
the even and odd rows in the bundle. In addition, as seen in Fig. 8,
the external heat transfer coefficient is higher on the upper tubes
in the array as the inundation is less, resulting in a higher heat flux
on the upper tubes for the same condensation temperature differ-
ence. These two effects lead to a wide range of heat flux on the
tubes in the array at the imposed nominal row heat flux. For
example, for the measurements shown in Fig. 8 at a nominal heat
flux of 40 kW/m2 with an overfeed rate of �=0.027 kg/ms, the
heat flux variation by row starting at the top tube to the tenth tube
is as follows: 36, 57, 35, 49, 33, 44, 30, 38, 26, and 36 kW/m2.
About half the scatter of the points in Fig. 8 is, in part, due to this
difference in heat flux, which is not differentiated in this graph.

Similar graphs were obtained for all three nominal heat fluxes
and for all types of tubes and tube pitches. For all four types of
tubes, the measured values at one nominal heat flux at the smallest
tube pitch are plotted in Fig. 9. For the Gewa-C tubes, basically
the same behavior as for the Turbo-CSL tubes is observed. The
heat transfer coefficients start at a high level at low film Reynolds
numbers and decrease with increasing film Reynolds numbers,
reaching also a plateau. At low film Reynolds numbers the heat
transfer coefficients are slightly higher for the Turbo-CSL tube.
With increasing film Reynolds number the heat transfer coeffi-
cients of Turbo-CSL decrease faster than those of the Gewa-C.
The heat transfer coefficients of the Gewa-C tube flatten out at a
higher film Reynolds compared to the Turbo-CSL and the value of
this plateau is slightly above the value of the Turbo-CSL.

For small inundation rates, the heat transfer coefficients for the
3D enhanced tubes are high compared to the finned tube �Turbo-
Chil�. Increasing the inundation rates deteriorates the performance
the 3D enhanced tubes while the heat transfer coefficient of the
low finned tube varies little with the inundation rate. The cross

over in performance with the low finned tube suggests that in
large bundles it may be judicious to use low finned tubes in the
lower rows when the Reynolds number is larger than 1250.

For the plain tube, the measurements were performed at lower
heat fluxes. The measured heat transfer coefficients at a nominal
row heat flux of 12 kW/m2 are given in Fig. 9 for comparison. At
low film Reynolds numbers the heat transfer coefficient decreases
with increasing film Reynolds numbers. At a film Reynolds num-
ber of 	500, the coefficient starts to increase slowly with increas-
ing film Reynolds number.

Figure 10 depicts the measured heat transfer coefficients of the
Turbo-CSL tube as a function of the film Reynolds number for all
three tube pitches. For clarity, only the data in the heat flux range
from 25 to 35 kW/m2 are shown to partly eliminate the effect of
heat flux. Although the scatter in the data for the tube pitch of 28.6
and 44.5 mm is larger than for the smallest tube pitch, it can be
seen that for all three tube pitches the heat transfer coefficient
decreases with increasing film Reynolds number and flattens out
at a certain film Reynolds number. The larger the tube pitch the
earlier this happens, and thus the higher the value of the plateau in
the heat transfer coefficient. At the tube pitch of 44.5 mm typical
of a staggered tube layout, the plateau is reached at Rebottom
=1100 and this gives higher performance than for the low finned
tube; thus, in fact, it is not judicious to change to low finned tubes
lower in the bundle. At low film Reynolds numbers �below 1000�
in Fig. 10 the heat transfer coefficient increases with increasing
tube pitch, apparently due to the higher velocity of the impinging
liquid and the larger fraction of condensate between adjacent
tubes that is not on the tubes.

The influence of the tube pitch on the Gewa-C tube is illus-
trated in Fig. 11. A similar behavior as observed for the Turbo-
CSL can be seen. The heat transfer coefficient deteriorates less
with increasing tube pitch at high Reynolds numbers and the pla-
teau at 44.5 mm is again reached at about Rebottom=1100. At low
film Reynolds numbers the behavior differs, however, as the heat
transfer coefficients for all tube pitches are close together apart
from some values of the middle tube pitch that lie above.

For both 3D enhanced tubes it was observed that liquid left the
array of tubes sideways at high film Reynolds numbers �15�. The
change in heat transfer performance shown above is thus appar-
ently linked to this observation as the film Reynolds numbers
where the changes occur coincide approximately to the film Rey-
nolds number where the some liquid starts to leave the array of

Fig. 9 Comparison of the four types of tubes with tube pitch of
25.5 mm at a nominal heat flux of 40 kW/m2

„12 kW/m2 for the
plain tube…

Fig. 10 Tube spacing influence of the Turbo-CSL tube at a
nominal heat flux of 40 kW/m2 over a limited heat flux range
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tubes sideways. Furthermore, it is also plausible that with in-
creased tube pitch the condensate starts to leave the array side-
ways at lower film Reynolds numbers and the amount of liquid
leaving is larger resulting in higher heat transfer coefficients for
the larger tube pitches �resulting in higher levels of the plateaus�.

For the low finned tube, the heat transfer coefficient stays ap-
proximately fixed over the whole film Reynolds number range for
all three tube pitches as depicted in Fig. 12. No prominent trend in
the heat transfer coefficient as a function of the tube pitch was
observed for this tube.

In Fig. 13, the heat transfer coefficient for the plain tube for all
three tube pitches is given. For a clear representation of the effect
of tube pitch, only the heat transfer coefficients for the top three
tubes are shown. At low film Reynolds numbers, the heat transfer
coefficients are similar for all three tube pitches. At high Reynolds
numbers, the heat transfer coefficient is highest for the largest tube
spacing �most likely due to increased amount of liquid “slinging”
sideways off the tubes�, which results in a lower effective liquid
Reynolds number on the tubes below compared to the plotted

Reynolds numbers that assume all the liquid remains on the tubes.
The effective film Reynolds may even decrease going downward
in the array as the amount of liquid that leaves the array increases.
The differences observable for the tube pitch of 25.5 and 28.6 mm
are within the experimental uncertainty.

For every type of tube and tube pitch, measurements have been
performed at three nominal heat fluxes. For a detailed discussion
of all these results, refer to Gstöhl �17�. In general, the heat trans-
fer coefficients decrease with increasing heat flux for the four
different tubes. This decrease is less pronounced for increasing
inundation rates for the enhanced tubes.

Conclusions
A new data-reduction method to determine local external con-

densation heat transfer coefficients at the midpoint of each of the
tubes in the array was shown, and a propagation of error analysis
was performed to estimate the uncertainty of the measurements.
Four types of tubes were tested at the tube pitches of 25.5, 28.6,
and 44.5 mm: a plain tube, a 26 fpi/1024 fpm low finned tube
�Turbo-Chil�, and two tubes with 3D enhanced surface structures
�Turbo-CSL and Gewa-C�. Measurements with liquid overfeed
onto the top of the array were performed for each type of tube at
three different heat flux levels. Additionally, measurements with-
out liquid overfeed were made by varying the heat flux. Thus, a
large new database of local condensation heat transfer coefficients
have been presented here with a total of approximately 15,000
data points.

The measured heat transfer coefficients on the plain tube with-
out liquid inundation were in good agreement with the Nusselt
theory. For the low finned tube without liquid inundation, good
agreements with other data and the prediction methods of Sree-
pathi et al. �24� and Beatty and Katz �25� were found.

For small inundation rates, the heat transfer coefficients for the
3D enhanced tubes were high compared to the finned tube. In-
creasing the inundation rates deteriorated the performance the 3D
enhanced tubes until a minimum plateau was reached at a certain
film Reynolds number, whose level was dependent on tube pitch.
The heat transfer coefficients of the Turbo-CSL were slightly
higher than those of the Gewa-C for small inundations, but the
decrease with increasing inundation rate was less pronounced for
the Gewa-C compared to the Turbo-CSL. The heat transfer coef-
ficient of the finned tube varied little with the inundation rate. The
heat transfer performance of the plain tube decreased first sharply
and then increased again slowly with increasing inundation rates.

Fig. 11 Tube spacing influence of the Gewa-C tube at a nomi-
nal heat flux of 40 kW/m2 over a limited heat flux range

Fig. 12 Tube spacing influence of the Turbo-Chil tube at a
nominal heat flux of 40 kW/m2 over a limited heat flux range

Fig. 13 Tube spacing influence of plain tube at a nominal heat
flux of 12 kW/m2 on the top three tubes in the array
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For low inundation rates, the heat transfer coefficients were
similar for the three tube pitches. For the 3D enhanced tubes, the
heat transfer coefficient achieved a constant level at a lower film
Reynolds number for the larger tube pitch. This level was higher
for the larger tube pitch. The heat transfer coefficient of the finned
tube varied little with the tube pitch. For the plain tube, an in-
crease in heat transfer coefficient was observed for the largest tube
pitch.

The heat transfer coefficients decreased with increasing heat
flux for the four types of tubes. This decrease was less pronounced
for increasing inundation rates, apart from the plain tube.

The observed behavior in heat transfer performance of the 3D
enhanced tubes and the plain tube is most likely linked to our
visual observations that some liquid left the array of tubes side-
ways �15�, which should be accounted for in future predictive
methods for condensation on a vertical array of tubes.
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Nomenclature
C � multiplier
cp � specific heat at constant pressure, J/�kg K�
D � tube diameter, m
f � friction factor of Petukhov �19�

Ga � modified Galileo number �
3 / �	4 g��
g � acceleration due to gravity �9.81�, m/s2

hLV � latent heat of evaporation, J/kg
Nu* � Nusselt number ���	L /
L�
L−
V�g�1/3 /�L�

ṁ � mass flow, kg/s
Pr � Prandtl number �	cp /�L�
q � local heat flux relative to a surface, W/m2

Re � film Reynolds number �4� /	�
Rewat � cooling water Reynolds number �4ṁ / ���Di

+Dstainless�	��
rw � thermal resistance of the tube wall, m2 K/W
T � temperature, K
t � thickness, m

U � local overall heat transfer coefficient,
W/ �m2 K�

x � coordinate in axial direction, m

Greek Symbols
� � heat transfer coefficient, W/ �m2 K�

�� � uncertainty in heat transfer coefficient,
W/ �m2 K�

� � mean relative error
� � film mass flow rate on one side per unit length

of tube, kg/�m s�
� � thermal conductivity, W/�m K�
	 � dynamic viscosity, N s/m2


 � density, kg/m3

Subscripts
b � fin base

bottom � at the bottom of the tube
Gni � Gnielinski

h � hydraulic
i � internal side

L � saturated liquid
o � external side at fin tip

or � external side at fin root
sat � saturated conditions

stainless � stainless-steel tube
t � fin tip

V � saturated vapor
w � wall

wat � water
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Film Condensation of R-134a
on Tube Arrays With Plain
and Enhanced Surfaces:
Part II—Empirical Prediction
of Inundation Effects
New predictive methods for R-134a condensing on vertical arrays of horizontal tubes are
proposed based on visual observations revealing that condensate is slung off the array of
tubes sideways and significantly affects condensate inundation and thus the heat transfer
process. For two types of three-dimensional (3D) enhanced tubes, the Turbo-CSL and the
Gewa-C, the local heat flux is correlated as a function of condensation temperature
difference, the film Reynolds number, the tube spacing, and liquid slinging effect. The
measured heat transfer data of the plain tube were well described by an existing
asymptotic model based on heat transfer coefficients for the laminar wavy flow and
turbulent flow regimes or, alternatively, by a new model proposed here based on liquid
slinging. For the 26 fpi low finned tube, the effect of inundation was found to be negli-
gible and single-tube methods were found to be adequate. �DOI: 10.1115/1.2130401�

Keywords: condensation, refrigerant, R-134a, plain tube, finned tube, enhancement,
prediction, inundation

Introduction
Tubes in shell-and-tube condensers, widely used in refrigera-

tion, heat pumps, and chemical process industries, are subjected to
condensate inundation from the neighboring upper tubes. In gen-
eral, the top tube without condensate inundation in a vertical array
of horizontal tubes has the highest heat transfer performance. The
condensate of this tube falls on the tube below, and thus, with
increasing row number starting from the top, the amount of con-
densate increases and thermal performance decreases. Numerous
studies have been performed in order to quantify the effect of
condensate inundation on the thermal performance, mainly con-
cerning plain tubes. In Nusselt’s theory �1� the mean heat transfer
coefficient �̄N of a vertical array of horizontal tubes compared to
the heat transfer coefficient of the top tube �1 in the array is given
by

�̄N

�1
= Nm �1�

where m=−1/4 and N is the row number counting from the top.
In thermal design, this equation was found to be too conservative,
resulting in condensers that were consistently oversurfaced. For
this reason, Kern �2� suggested a less conservative relationship by
using m=−1/6 based on practical experience. Nusselt’s theory
assumes a constant condensation temperature difference on all the
tubes in the array, which cannot be achieved in a practical system.
Katz and Geist �3� were among the first to measure the row effect
of integral low fin tubes. Their experiments indicated that the
decrease in condensing film coefficients with the number of tubes
in a vertical row of six tubes is less for finned tubes than would be
predicted by the application of Nusselt’s theory. They found a row

effect exponent m=−0.04 for 16 fpi �630 fpm� integral low fin
tubes.

Kutateladze and Gogonin �4� showed that results of condensa-
tion experiments on a bank of plain tubes can be correlated as a
function the film Reynolds number based on the condensate flow
rate

Nu* = f�Re� �2�

Honda et al. �5� used the same approach and extended it to include
the effect of vapor shear for condensation on bundles of horizontal
plain tubes. For condensation on a vertical column of horizontal
low finned tubes, Honda et al. �6� proposed a theoretical model
based on the flow characteristics �column and sheet�. Numerous
experimental investigations have been carried out in order to char-
acterize the tube row effect for different tube geometries and re-
frigerants. Data have been mostly reported row by row or based
on the film Reynolds number. However, only few provided a
method to describe the tube row effect and these are discussed
below.

Webb and Murawski �7� studied the row effect on a vertical
bank of five horizontal tubes, testing four types of enhanced tubes.
They proposed curve fits in the form of �N=aRe−n. A 26 fpi tube
showed no row effect �n=0.00� similar to the present results in
Part I �15�. The greatest row effect was displayed by a three-
dimensional �3D� enhanced tube �n=0.58�. They also gave the
corresponding exponents m in Eq. �1�. Their values of the expo-
nent m are based on constant inlet water temperature in all tubes.
In addition, they reported the observed condensate drainage pat-
terns including a map for the flow mode transitions. Memory et al.
�8� performed measurements on a vertical in-line column of four
plain and roped tubes. Their data lie between the equations of
Kern �2� and Eissenberg �9�, the former lying above the latter,
indicating that the inundation affected the roped bundle more than
the smooth bundle. McNaught and Chu �10� ran experiments for
four different low finned tube bundles and characterized the tube
row effect by the exponent on the film Reynolds number. For
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R-134a, which is widely used today, Cheng and Wang �11� con-
ducted experiments condensing on a vertical column of three hori-
zontal tubes, with seven kinds of tubes. For the plain tubes, they
found an exponent of m=0.2. Kulis et al. �12� presented experi-
mental data for R-134a and R-22 condensing on a staggered
bundle with 12 active tubes. A tube row effect depending on tube
geometry and heat flux was observed. The higher the heat flux, the
smaller was the adverse tube row effect. The Eissenberg tube row
effect matched their data best. Rewerts et al. �13,14� studied the
effect of R-134a and R-123 inundation on enhanced tube geom-
etries. The test bundle consisted of five instrumented tubes in a
five-row test bundle surrounded by inactive tubes in the staggered
tube arrangement. They simulated the effect of condensate inun-
dation up to a depth of 30 rows by introducing a two-phase re-
frigerant mixture into the test section. They observed that some
tubes were characterized by a change in heat transfer above a
certain film Reynolds number. They correlated each range by an
equation of the form like Webb and Murawski �7�.

Large differences in the effect of inundation were found for
different types of tubes and test conditions. In general, the tube
row effect was less pronounced for low finned tubes compared to
3D enhanced tubes. Very often these differences were attributed to
different flow patterns of the condensate on the array of tubes, but
in many studies there was little or no visual access to observe the
condensation process itself. For this reason, heat transfer measure-
ments have been performed in Part I on an array of horizontal
tubes in a test facility offering complete visual access to observe
the condensation process, with observations reported in Gstoehl
and Thome �15�. Some videos from this work are also viewable
online in Thome �16�. R-134a was condensed at a saturation tem-
perature of 304 K on tube arrays with up to ten tubes at pitches of
25.5, 28.6, and 44.5 mm. Four commercially available copper
tubes with a nominal diameter of 19.05 and 544 mm in length
were tested: a plain tube, a 26 fpi/1024 fpm low finned tube
�Turbo-Chil�, and two tubes with three-dimensional enhanced sur-
face structures �Turbo-CSL and Gewa-C�. Measurements were
performed at three nominal heat flux levels, which were 20, 40,
and 60 kW/m2 for the three enhanced tubes and 6, 12, and
20 kW/m2 for the plain tube �the nominal heat flux is the average
heat flux in the array from an energy balance on the water side as,
due to the two-pass setup, the heat flux varied substantially in the
array�. Liquid refrigerant was fed onto the array corresponding to
film Reynolds numbers up to 3000.

The objective of this paper is to present new predictive methods
based on these heat transfer measurements presented in Part I �15�
and on visual observations, which are shown in detail in Gstoehl
and Thome �17�. First, the two 3D enhanced tubes are addressed,
followed by the plain tube and then the low finned tube.

3D Enhanced Tubes
The heat transfer coefficients as a function of the film Reynolds

numbers for both 3D enhanced tubes, the Turbo-CSL and
Gewa-C, are basically characterized by two distinct zones �15�. In
the first zone, the heat transfer coefficient decreases with increas-
ing film Reynolds number. Above a certain film Reynolds number,
the heat transfer coefficient then decreases much slower or
achieves a constant value. Most likely this second behavior is
linked to the fact that condensate was observed to leave the array
of tubes sideways �liquid “slinging”� and reduces the inundation
rate below that expected as illustrated on Fig. 1. Under ideal con-
ditions, the condensate impinges exactly at the top of the lower
tube and the amount of condensate flowing on one side of the tube
is exactly one-half of the total flow rate. At the bottom of the tube
the horizontal momentum of the joining films is canceled out and
the condensate leaves the tube vertically downward. If the amount
of condensate flowing on both sides is not equal because of a
small asymmetry, the condensate maintains some horizontal mo-
mentum and hence creates an instability. Flowing down in the
array, this behavior can be amplified up to a point where the

falling film does not even always hit the tube below as its trajec-
tory fluctuates in direction. This liquid “slinging” effect has also
been noted and described by Wei and Jacobi �18� for adiabatic
flows on plain tube arrays. Visual observations in �17� showed that
the film Reynolds number at which the heat transfer behavior
changed corresponded approximately to the film Reynolds num-
ber where the condensate starts to leave the tube row sideways.

Results Without Condensate “Slinging.” As a first step in
correlating the heat transfer behavior of the 3D enhanced tubes
�the Turbo-CSL and Gewa-C tubes�, only the measurements
where no condensate is leaving the tubes sideways are considered
�the data before the plateau� for now. For this condition, for a
given film Reynolds number, the heat transfer coefficient is de-
pendent on the heat flux, i.e., increasing the heat flux �and hence
film Reynolds number� decreases the heat transfer coefficient.

During laminar film condensation, the heat transfer coefficient
is dependent on the condensation temperature difference. New-
ton’s concept of using a heat transfer coefficient defined as the
ratio of heat flux to the temperature difference �saturation tem-
perature minus base wall temperature� is debatable in such a case
as also mentioned by Rose �19�. In other words, for calculating
the heat flux for a given temperature difference, the heat transfer
coefficient is multiplied by the temperature difference. When the
heat transfer coefficient itself depends on the temperature differ-
ence �as is the case here�, nothing is gained by separating the
correlation for calculating the heat flux into a heat transfer coef-
ficient and a condensation temperature difference �i.e., the idea
behind Newton’s law of cooling is that the heat transfer coefficient
in convection is not a function of temperature difference, which in
two-phase processes is normally not true�. However, the heat
transfer community is used to working with heat transfer coeffi-
cients, and for this reason it makes sense to use it for comparison
purposes.

For fundamental understanding, it is helpful to look at the local
heat flux qo as a function of the condensation temperature differ-
ence as the dependent variable since integrating the local heat
fluxes in a tube bundle gives its overall heat duty. During the
measurements, the heat flux decreases with increasing liquid in-
undation for the same condensation temperature difference. In or-
der to study this, data were limited to the points where the film
Reynolds number of the liquid falling onto the top of the tube
Retop are in a small range �for example, 600–800�. In this way, the

Fig. 1 Ideal flow „left… and liquid “slinging” „right…
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local data measured on different tubes in the array at the three
different heat flux levels ��50 data points� can be correlated by an
equation of the following form

qo = C��Tb� �3�
For the Turbo-CSL tube, an analysis was performed starting at
film Reynolds numbers equal to 0 up to 2000, where the conden-
sate starts to leave sideways, always limiting the data to small
ranges in film Reynolds number. Little variation was found in the
value of the exponent b for all these small ranges, while the value
of C decreased approximately linearly with increasing film Rey-
nolds number. A similar behavior was also observed for the
Gewa-C tube up to a film Reynolds number of 2500. For this
reason, an equation as follows is suggested to describe the perfor-
mance of the 3D enhanced tubes:

qo = �a + c Retop��Tb �4�
A least-squares optimization scheme was used with all measure-
ments for each of the 3D enhanced tubes with inundation and no
condensate leaving sideways in order to determine the values of
the three constants in Eq. �4�. The values of a, b, and c for the
Turbo-CSL and Gewa-C tube are listed in Table 1 for a conden-
sation temperature difference �T in Kelvin �first and second line�.
The values of a and b are nearly identical, and the difference in
thermal performance of the two enhanced tubes comes mainly
from the value of c.

In order to make a quantitative comparison between the experi-
mental results and the predictions, the following statistical values
are used. The relative error between measurement and prediction
for each data point is defined by

�i =
predictioni − measurementi

measurementi
�5�

The mean relative error is

� =
1

N�
i=1

N

�i �6�

The standard deviation is

� = � 1

N − 1�
i=1

N

��i − ��2�1/2

�7�

The standard deviation gives a measure of how the relative errors
are distributed around the mean relative error. For a Gaussian
distribution of relative errors, 68% would be within ±� and 95%
within ±2�.

The values obtained for both types of types of tubes are also
listed in Table 1. The mean relative error for the Turbo-CSL tube
is −1.0% with a standard deviation of 9.2%. For the Gewa-C tube,
the mean relative error is −0.3% with a standard deviation of
7.2%.

As the values of the coefficients a and b for both types of tubes
were found to be very similar, the next step was to characterize

the difference in the heat transfer performance of the two 3D
enhanced tubes by only the coefficient c. Thus, the values of the
coefficients a and b were next set to the mean values obtained for
both tubes, �a=25,350 W/m2, b=0.89�, and then values of c were
determined for both types of tubes. With this second method the
values of c, which characterizes the deterioration of the heat trans-
fer coefficient with increasing inundation, are −9.4 W/m2 and
−6.8 W/m2 for the Turbo-Chil and the Gewa-C tube, respectively
�third and fourth line in Table 1�. The mean relative error for the
Turbo-CSL tube becomes −1% with a standard deviation of 9.3%.
For the Gewa-C tube, the mean relative error is −0.4% with a
standard deviation of 7.3%. These values for c and also the mean
relative errors and the standard deviations are very close to the
first “tube-specific” method. As these two 3D enhanced condens-
ing tubes have rather similar geometries, this result is hence per-
haps not so surprising. Since only one fluid, R-134a at 31°C, has
been tested here, no attempt has been made to nondimensionalize
Eq. �4�; this method does have a convenient, simple form for
fitting data for other 3D tube-fluid combinations, however.

For comparison purposes, a prediction of the heat transfer co-
efficient as a function of the condensation temperature difference
�T and the liquid inundation Retop can be calculated using Eq. �4�
and �o=qo /�T �referred to as the second method above�. Com-
parisons of the measured and the second method predicted heat
transfer coefficients for the Turbo-CSL and the Gewa-C tubes are
depicted in Fig. 2. For both tubes, the predicted values are cen-
tered within the measured data points. The heat transfer coeffi-
cients are about the same at low film Reynolds number for both
types of tubes �coefficient a�. With increasing film Reynolds num-
ber, the heat transfer coefficients of the Turbo-CSL tube decrease
faster than those of the Gewa-C tube, characterized by the coeffi-
cient c.

Results With Condensate “Slinging.” During the measure-
ments, it was observed due to the instabilities in the condensate in
between tubes, that some condensate leaves the tubes sideways
and does not contact the lower tubes. For the 3D enhanced tubes,
this occurred at the transition to the sheet mode or in the sheet
mode. At the transition, a continuous sheet is temporarily formed.
When it breaks down, some condensate leaves the array of tubes
sideways. This breakdown phenomenon is less frequent when the
film Reynolds is increased as the sheet becomes continuous. How-
ever, the continuous sheet is always unstable, moving a little for-
ward and backward. For a further increase in film Reynolds num-
ber, this unstable movement is amplified and regular oscillations
with frequencies of about 1.5 Hz are observed. At high film Rey-
nolds numbers, the amplitude becomes so large that a significant
fraction of the condensate leaves the tubes sideways �the amount
of which, however, was not able to be measured experimentally�.
This phenomenon was regular, and it seamed that the amount of
liquid leaving the array of tubes on the front was the same than
leaving on the back, indicating that is was not caused by imper-
fections of the experimental setup. As seen before, heat transfer
deteriorates with increasing inundation. When some of the con-
densate leaves the array of tubes sideways, the tubes below re-
ceive less condensate on their top than otherwise expected, which
has a beneficial effect on their heat transfer.

For this reason, a heat transfer model based on the present
visual observations is proposed to account for the fraction of con-
densate leaving sideways in the sheet mode. In an ideal situation,
the condensate flows in a continuous sheet from the bottom of one
tube onto the top of the tube below. The actual condensate does
not however fall vertically in a stable sheet, but instead, it oscil-
lates back and forth �front and back�. With increasing mass flow
rate, the amplitude of oscillation increases. This behavior is mod-
eled as follows. The condensate is assumed to leave the bottom of
the tube with a certain angle relative to the vertical, as illustrated
in Fig. 3. This angle varies in time. The maximal angle of deflec-

Table 1 Coefficients in Eq. „4… for condensation on the tube
array with a tube pitch of 25.5 mm with no condensate leaving
sideways and relative errors of the prediction methods
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tion of the condensate is denominated �. It is assumed that the
angle � is a function of the film Reynolds number based on our
visual observations

� = f�Re� �8�

�crit is the angle that delineates contact with the next tube row. As
long as ���crit, the condensate sheet oscillates on the top of the
lower tube, but all the condensate stays on the tube. When �
��crit, a fraction of the condensate misses the lower tube. The
critical angle �crit depends on the geometry of the tube array as
follows:

�crit = arcsin	 ro

p − ro

 �9�

where ro is the tube radius and p is the tube pitch. The portion of
condensate that leaves the tube is assumed to be proportional to
the ratio of ��−�crit� /�. This means that the film Reynolds number
on the top of the nth tube in the array can be expressed as

Retop,n =
�crit

�
Rebottom,n−1 �10�

Once the actual amount of condensate that falls on the top of the
tube is known, Eq. �4� can be used to determine the heat flux on
the tube. For application of this model, the calculation is started

on the top tube of the array. As long as no condensate leaves ��
��crit�, Eq. �4� is used to determine the heat flux on the tube and
then by an energy balance gives the amount of condensate leaving
the bottom of the tube. All the condensate flowing off the bottom
of the tube is assumed to fall on the top of the tube below
�Rebottom,n−1=Retop,n�. In this way the heat transfer can be deter-
mined on one tube after another stepping downwards in the array.
As soon as part of the condensate starts to leave �when ���crit,
Eq. �10� is used to determine the amount of condensate that ar-
rives on the tube below and subsequently Eq. �4� to determine the
heat flux on the tube.

With these assumptions, the only remaining unknown in the
problem is the relationship between the angle � and the film Rey-
nolds number in Eq. �8�. To simply matters, a linear function is
assumed

� = d Re + e �11�
The present tube-specific model using all the measured data for
one type of tube were used to determine the coefficients d and e in
Eq. �11� by a least-squares method. The results for the Turbo-CSL
and the Gewa-C tube are listed in Table 2 as the first method.

Comparisons of the measured and predicted heat transfer coef-
ficients for all measurements for the 3D enhanced tubes are de-
picted in Fig. 4. The predicted heat transfer coefficient flattens out
at three levels corresponding to the three tube pitches �and hence
three different values of �crit�. For these points, the amount of
liquid condensed on the tube is nearly equal to the amount of
liquid that leaves sideways and thus the heat transfer coefficient of
the tube below does not decrease. The values of �crit for the three
tube pitches tested here were 36, 30, and 16 deg. The “plateaus”
in the predicted heat transfer coefficients for the three different
tube pitches can be seen and interpret the associated data quite
well. Each level of the plateaus corresponds to a certain percent-
age of condensate leaving the array of tubes sideways. The plateau
observed at the smallest tube pitch of 25.5 mm �the lowest pla-
teau� corresponds approximately to 3% of the condensate leaving
the array sideways. At the largest tube pitch of 44.5 mm, �10%
of the condensate does not fall on the tube below and leaves the
array of tubes sideways. About 80% of the whole database for the
two 3D enhanced tubes are predicted within the range of ±15%
error using this method.

The relation for the maximum angle of deflection of the con-
densate leaving at the bottom of the tube was assumed to be linear
�Eq. �11��. According to the coefficients listed in Table 2, which
were determined using the entire database, the liquid sheet is al-
ready deflected at small film Reynolds numbers �Re�0�, as the
values of the coefficient e are positive for both types of tubes.

Fig. 3 Schematic of condensate leaving the tube sideways

Fig. 2 Prediction of heat transfer coefficient of the 3D en-
hanced tubes at a tube pitch of 25.5 mm „second method…
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Apart from the fact that sheets are only formed at higher film
Reynolds number, this does not correspond to the observations. In
an evaluation using small subsets of data, the values of e were
found to be negative for both types of tubes. In this case it was

assumed that there was no deflection as long as the angle calcu-
lated with Eq. �11� was negative. This assumption, that the con-
densate starts to oscillate above a certain threshold value in the
Reynolds number ���0�, is closer to the actual situation than the
correlations given above �e�0�. Thus, for simplicity, in a next
step the relationship between the angle � and the film Reynolds
number was forced to pass through the origin �e=0�. The results
of the new optimization of the value d are listed in Table 2 as the
second method in comparison with the values mentioned above
for both types of tubes. Approximately, the same standard devia-
tion of the relative error compared to the whole database is ob-
tained, while the mean relative error is about 1% larger for the
second method �e=0�.

Above it was shown for the measurements without condensate
leaving sideways that the values of the coefficients a and b are
similar for both types of tubes and the prediction error increases
little if the same mean values are used for both types of tube. An
optimization using these mean values of a and b lead to equal
values of d for both types of tubes as shown by the third method.
The relative mean error and standard deviation of this third
method is also listed in Table 2. The relative mean error is a little
smaller for the Turbo-CSL tube and increases only by 0.4% for
the Gewa-C tube. The standard deviations are very close to those
of the second method.

A further attempt to simplify the proposed model is to assume
that the relationship between the angle � and the film Reynolds
number can be approximated to be the same for both types of
tubes used in the present investigation. Using a value of d
=0.00028 as the best compromise of the values determined above,
the inaccuracies increase significantly. The mean relative error for
the Turbo-CSL tube becomes −8.8% with a standard deviation of
13.3%. For the Gewa-C tube, the mean relative error becomes
2.1% with a standard deviation of 14.4%. For this reason, this last
approximation is not recommended. The results thus far are prom-
ising for this limited database �two tubes, three tube pitches, wide
range of film Reynolds numbers, but only one fluid�, proving that
the observed behavior in heat transfer and liquid “slinging” can be
described by the new method proposed above. Although the
method is empirical, it uses a minimum of constants and includes
some geometric characteristics of the tube layout in the liquid
“slinging” process. For real condensers with neighboring tubes
catching some of the slinging liquid while vapor may entrain
some too, the above method can eventually be amplified to cap-
ture those effects.

Table 2 Coefficients in Eqs. „4… and „11… and relative errors of the prediction methods, includ-
ing the condensate “slinging” effect

Fig. 4 Prediction of heat transfer coefficients of the 3D en-
hanced tubes „first method…
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Plain Tube

Tube Row Effect. In the literature, the inundation of conden-
sate from tube row to tube row is often referred to as the tube row
effect. The condensate from the above tubes drains onto the tubes
below, increasing the amount of condensate flowing on each tube
in addition to the new condensate formed on that particular tube.
With increasing row number, starting from the top, the heat trans-
fer performance of the tubes decreases and, as such, the mean heat
transfer coefficient of the entire array. The performance of the
entire array, or an individual tube, is often compared to the per-
formance of the top tube. For high-accuracy calculations, this ap-
proach is not useful, as generally in a bundle, not only the inun-
dation varies but also the condensing temperature difference
�Tsat−Tw� and the flow pattern. However, in order to make a com-
parison to other studies, the experimental results without liquid
overfeed will be presented below as a function of position in the
tube array.

In the present investigation the surface temperature of the tubes
in the array at their midpoint was not uniform, mainly due to the
experimental setup with a two-pass water flow inside the tubes.
Thus, the surface temperature of the tubes in the even row num-
bers was lower than on the odd tubes just above. In an attempt to
characterize this nonuniformity of surface temperature in Nus-
selt’s theory, a similar expression with a correction for the non-
uniformity of the surface temperature has been derived by Gstöhl
�20�

�̄N

�1
= Nm	�TN

�T1

m

�12�

where �T1 is the local condensation temperature difference at the
midpoint of the top tube and �TN= ��T1+�T2+ . . . +�TN� /N is
the mean condensation temperature difference on the entire tube
array from those at the midpoints of each tube ��T1, �T2, etc.�.

For this calculation, the mean heat transfer coefficient of the
entire array of tubes was defined as the mean heat flux divided by
the mean temperature difference

�̄N =
q̄N

�TN

=
�1�T1 + �2�T2 + ¯ + �N�TN

�T1 + �T2 + ¯ + �TN
�13�

Figure 5 depicts mean heat transfer performance of the entire
array as a function the tube row. The mean heat transfer coeffi-
cients divided by the heat transfer coefficient of the top tube for
measurements at nominal heat fluxes of 6 and 20 kW/m2 are
given. For comparison, the predictions, according to Nusselt and
Kern for uniform surface temperature and both expressions with
the correction for non-uniform surface temperature are also given.
At the lower heat flux, the measurements are in agreement with

the expression of Kern with the correction for nonuniform surface
temperature. During the measurements, the surface temperature
on the top tube is higher than on the other tubes because its per-
formance is highest. For this reason, assuming a uniform surface
temperature leads to a weaker tube row effect compared to the
tube row effect taking into account the nonuniformity of surface
temperature. At the higher heat flux, the condensation temperature
differences are larger than for the low heat flux, so the differences
between the mean temperature and the temperature of the top tube
are smaller and thus the temperature correction is smaller. At the
heat flux of 20 kW/m2, the observed data are higher than pre-
dicted by Kern’s expression.

Using the experimental data and Eqs. �1� and �12� to find the
optimal exponents m, Tables 3 and 4 list the values of these ex-
ponents in the tube row expressions determined for the three tube
pitches and for the three nominal heat fluxes. The values in brack-
ets were determined using only the top six tubes at every tube
pitch in order to compare directly to the largest tube pitch, which

Fig. 5 Tube row effect for the plain tube at a tube pitch of 25.5 mm at a nominal heat flux of 6 and 20 kW/m2

Table 3 Tube row effect for the plain tube without surface tem-
perature correction „exponents in Eq. „1…… for all tubes in the
array and on the first six tubes „values in brackets…

Table 4 Tube row effect for the plain tube with surface tem-
perature correction „exponents in Eq. „12…… for all tubes in the
array and on the first six tubes „values in brackets…
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only had six tubes. Neglecting the effect of wall temperature,
nonuniformity leads to a weaker tube row effect. The differences
for the different tube spacings are small. Generally, the tube row
effect is stronger for lower heat fluxes. On average, Tables 3 and
4 suggest an exponent of −1/7 as opposed to −1/4 of Nusselt and
−1/6 of Kern. Equation �12� captures the effect of the nonunifor-
mity in wall temperature within the array and can easily be imple-
mented in a row by row design procedure.

Waves and Turbulent Film Condensation. The heat transfer
results on the present single plain tube are well described using
Nusselt’s equation for laminar film condensation as shown in
Table 4 in Part I �15�. In this theory, heat transfer is a function of
the film Reynolds number leaving the bottom of the tube

�o

�L
� 	L

2


L�
L − 
V�g�1/3

= 1.208 Rebottom
−1/3 �14�

It is known that the Nusselt theory has a limited range of appli-
cability, as purely laminar condensate flow is only encountered at
very low film Reynolds numbers. Little is known for condensation
on horizontal tubes, but it has been intensively studied for con-
densation on a vertical plate. For this reason, a comparison of
observations in literature for condensation on vertical plates �or
tubes� are mentioned below. Observations of film condensation on
vertical plates indicate that the interface becomes unstable and
forms ripples or waves. These waves increase heat transfer by
enlarging the interfacial area and by reducing the mean thickness
of the film.

According to Butterworth �21�, the film Reynolds number for
the onset of interfacial waves on a vertical plate occurs at about a
film Reynolds number of 30. Another criterion for the onset of
waves is related to the Archimedes number ArL, which is defined
as

ArL =

L

2�L
3/2

	L
2g1/2�
L − 
G�3/2 �15�

The laminar falling film condensation heat transfer on vertical
plates is enhanced when

Re � 9.3ArL
1/5 �16�

For R-134a with an ArL=1.6 at the present test conditions, waves
should occur according to this criterion for film Reynolds num-
bers above 10.

In the present investigation the film Reynolds number at the
bottom of the top tube ranged from 20 to 80 without inundation.
The heat transfer coefficients measured on the top tube were in
very good agreement with Nusselt’s theory for laminar film con-
densation �15�. However, the coefficients measured on the second
and the following tubes were underpredicted. This observation is
explained by the difference in flow pattern �as a continuous sheet
was never observed as assumed by Nusselt� and by the occurrence
of interfacial waves in analogy to condensation on a vertical plate.

To account for the effect of waves on heat transfer, Kutateladze
�22� suggested an empirical correction of 0.8�Re/4�0.11 for con-
densation on a vertical plate as mentioned by Thome �23�. Kutate-
ladze and Gogonin �4� used an empirical correction term �refer-
ring to Labuntsov �24�� in the Nusselt equation for the
enhancement of heat transfer on a vertical surface by the waves of
�Re/2�0.04 over the range of film Reynolds numbers from 10
�Re�200.

During the present heat transfer measurements, the condensate
flow on the plain array was very unstable as noted previously and
due to the occurrence of liquid “slinging” some condensate left
the tubes sideways. For clearness, and to reduce the effect of
liquid slinging to a minimum, only the results of the top three
tubes are considered in the following first step in the analysis.

Figure 6 depicts the measured data on the top three tubes at all
tube pitches and heat fluxes. The prediction by the Nusselt theory
and predictions using an empirical multiplier to account for the

waves are also plotted. At low film Reynolds numbers the lower
limit of the measured data is well described by the Nusselt theory.
These points are the measured values on the top tube without
liquid inundation �shown in �15��. On the top tube, the measured
data are very close to Nusselt theory up to film Reynolds numbers
of about 80. For the second and third tubes in the array, the mea-
sured heat transfer coefficients are underestimated by Nusselt
theory. Both empirical corrections for the waviness of the film lie
within the measured data, showing that these corrections deter-
mined for condensation on vertical surfaces work well for conden-
sation on horizontal tubes. The correction of �22� seems to be
closest to the measured data. The tendency of the Kutateladze �22�
and Kutateladze and Gogonin �4� methods to underpredict the
data at the high film Reynolds numbers is thought to be caused by
the liquid slinging observed.

At high film Reynolds numbers the condensate flow may be-
come turbulent. The transition threshold for the bundle is adapted
from a vertical-plate turbulent transition criterion of 1600 �but
also values of 1200, 1800, and 2000 have been proposed as re-
marked by Thome �23��.

Colburn �25� set the transition at a film Reynolds number of
2000 when comparing his experimental data to the Nusselt theory.
Applying an analogy to turbulent liquid flow in pipes, Colburn
proposed the following correlation for the local turbulent condens-
ing coefficient on a vertical plate:

�

�L
� 	L

2


L�
L − 
V�g�1/3

= 0.056 Re0.2 PrL
1/3 �17�

Butterworth �21� instead recommends adapting the Labuntsov ex-
pression �24� for turbulent film condensation on a vertical plate to
horizontal tubes for predicting local turbulent film condensation
on horizontal tube bundles as follows:

�o

�L
� 	L

2


L�
L − 
V�g�1/3

= 0.023 Re0.25 PrL
0.5 �18�

For film Reynolds numbers above 1000 in Fig. 6, the prediction
by the correlation of Labuntsov is within the scatter of the experi-
mental data, whereas the correlation of Colburn clearly overpre-
dicts the measured data.

Honda et al. �5� assumed an asymptotic model for predicting
condensation of stagnant R-113 vapor on a vertical column of
horizontal tubes as follows:

Fig. 6 Local heat transfer coefficients on the top three plain
tubes in the array. Comparison with correlations for the wavy
and turbulent flow regimes on a vertical plate.
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�o

�L
� 	L

2


L�
L − 
V�g�1/3

= ��1.2 Re−0.3�4 + �0.072 Re0.2�4�1/4

�19�
The first term in Eq. �19� is the Nusselt solution with the enhance-
ment factor for the waves from Kutateladze and Gogonin �4�. The
second term is a correlation for turbulent condensation, similar to
the expression of Colburn. The experimental data of Honda et al.
�5� did not cover the turbulent flow regime; they used the R-12
and R-21 data of Kutateladze and Gogonin �4� to develop their
correlation, neglecting the Prandtl number effect, which comes
into play in the turbulent flow regime. However, the Prandtl num-
ber of R-134a �PrL=3.4� in the present study is close to the
Prandtl number of R-12 and R-21 �PrL�3.5� in the investigation
of Kutateladze and Gogonin �4�, and therefore, it is not feasible to
determine the effect of the Prandtl number here. For the compari-
son shown in Fig. 6, the effect of the Prandtl number for R-134a
is also not been taken into account. It can be seen at low film
Reynolds numbers that Eq. �19� is asymptotic to the correlation of
Kutateladze and Gogonin, and at high film Reynolds numbers, it
lies between the correlations of Colburn and Labuntsov, overpre-
dicting most of the experimental data at high film Reynolds
numbers.

In analogy to the correlation of Honda et al., the following
equation was used to obtain a better fit to the present R-134a data
on the top three tubes where the multiplier of the expression for
the turbulent flow regime was found to be C=0.060:

�o

�L
� 	L

2


L�
L − 
V�g�1/3

= ��1.2 Re−0.3�4 + �C Re0.2�4�1/4 �20�

Assuming a Prandtl number effect, such as Colburn in Eq. �17�,
then the term C Re0.2 in Eq. �20� can be replaced by
0.04PrL

1/3Re0.2, using the Prandtl number of R-134a to obtain a
general form. A comparison of this modified Honda correlation
with the experimental data is depicted in Fig. 7. The predictions
lie well centered within the experimental data and follow the
trends of the data. However, this correlation, neglecting the effect
of the tube pitch, fails to predict the scatter in the measurements,
which is partly due to the different tube spacings in the data set.
The mean relative error is −1.2% with a standard deviation of
7.9%. Approximately, 80% of the measurements are within ±10%
error.

Thus, it is seen that the observed behavior of heat transfer on an
array of horizontal plain tubes can be described by a model com-
bining a zone where the heat transfer is increased compared to the

Nusselt theory by the occurrence of interfacial waves with a zone
for turbulent condensation, where the heat transfer increases with
increasing film Reynolds number. However, this behavior was es-
pecially observed for the top three tubes in the array. For the lower
tubes the heat transfer coefficient was almost constant for film
Reynolds numbers above 300, which suggests the above approach
is missing something, which is notably the slinging effect.

Predictive Method Taking Into Account for Condensate
Slinging. As mentioned before, during the measurements on the
plain tubes, a considerable amount of condensate left the array of
tubes sideways. For this reason, the importance of modeling the
observed heat transfer behavior by taking into account the fact
that some condensate leaves the tubes is self evident. In analogy
to the heat transfer model for the 3D enhanced tubes proposed
above, the heat transfer on the array of plain tubes is modeled as
follows. The maximum angle of deflection is assumed to be pro-
portional to the film Reynolds number

� = dRe �21�
The calculation is started on the top tube in the array. When con-
densate is leaving sideways ����crit�, the actual film Reynolds
number on the top of the lower tubes is determined by Eq. �10�.
The heat transfer on each tube is calculated based on the Nusselt
theory taking waviness into account by the empirical correction
used by Kutateladze and Gogonin �4� as in Honda et al. method,
Eq. �19�, by

�o

�L
� 	L

2


L�
L − 
V�g�1/3

= 1.2 Rebottom
−0.3 �22�

As the film Reynolds number leaving at the bottom of the tube is
not known in advance, an iterative calculation is necessary. The
value of the coefficient d=0.048 was determined using all data of
the measurements on the top three tubes for all three tube pitches.
This value of d is much larger than the ones determined on the 3D
enhanced tubes, meaning the maximum angle of deflection in-
creases faster with increasing film Reynolds number, so that the
condensate leaves the array of tubes at lower film Reynolds num-
bers, which corresponds to the visual observations. The increased
slinging effect of the plain tube compared to the 3D tubes can be
explained by the increased liquid adhesion by the capillary forces
acting on the film of the 3D enhanced tubes.

A comparison of predicted heat transfer coefficients to the mea-
surements is depicted in Fig. 8. At low film Reynolds numbers,
the predicted heat transfer coefficient decreases according to Eq.
�22�. With increasing overfeed rates, the amount of condensate

Fig. 7 Prediction of heat transfer coefficients of the plain
tubes „asymptotic model…

Fig. 8 Prediction of heat transfer coefficients of the plain
tubes „with slinging…
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that leaves the array of tubes increases, resulting approximately in
a constant inundation on the tubes and subsequently a constant
heat transfer coefficient. The mean relative error is −2.5% with a
standard deviation of 7%. Approximately 80% of the measure-
ments are predicted within an error of ±9% using this method that
assumes there is no transition to turbulent flow. This simple model
fails to predict the trend of the slight increase in heat transfer with
increasing film Reynolds number, which was assumed to be due to
turbulent heat transfer in the first model above. However, the sec-
ond model, based on the assumption that some condensate is leav-
ing the array, accounts for the effect of tube spacing, which leads
to approximately the same scatter as that observed during the
measurements as can be observed in Fig. 8. This effect of the tube
spacing and “slinging” was completely ignored in all other previ-
ous models.

The two methods proposed above have been developed using
only the data of the top three tubes. In a comparison with all data
for all the tubes in the array, the modified model of Honda et al.
given by Eq. �20�, ignoring the effect of slinging, overpredicts the
experimental data with a mean relative error of 10% and a stan-
dard deviation 12%, whereas the second model taking into ac-
count the effect of slinging gives a mean overprediction of 7.4%
with a standard deviation of 13%. This means that the second
model, including the slinging effect and its tube pitch influence, is
more suitable to describe the measured data in the present case.
This is not surprising, as during the measurements, condensate
was always seen leaving the array of plain tubes at high overfeed
rates.

However, an optimization of the two models using all the data
of the ten tubes �4245 data points� leads to values of C=0.052 and
d=0.0027 for the first and second models, respectively. With these
coefficients the mean relative error of the first model is 0.6% with
a standard deviation of 10% and the mean error of the second
model is −1.3% with a standard deviation of 12%. Hence, both
methods give similar results, but the second one that includes
liquid slinging and tube pitch may be the better of the two. A new
third model that introduces the liquid slinging effect into the
Honda model could be envisioned. In a tube bundle, the “slinging
liquid” will deposit on nearby tubes or be entrained in the vapor
flow as a mist and could thus be incorporated into a complete
bundle model. However, at present no local �as defined here�
bundle heat transfer data are currently available in the literature
and implementation of this third step will be investigated in the
future.

Low Finned Tube
In the literature, the tube row effect on low finned tubes is often

described using the equation derived by Nusselt’s theory for plain
tubes and adapting the value of the exponent. For comparison
purposes, the tube row effect on the low finned tubes was quanti-
fied in the same way as for the plain tube using Eq. �1�, ignoring
the nonuniformity in wall temperatures. Table 5 lists the values of

the exponent m in the tube row expression for the three tube
pitches and for the three nominal heat fluxes. In order to deter-
mine the exponent m for the data without overfeed, all ten tubes
were used for the smallest tube pitch. For the middle and the large
tube pitches, all nine and all six tubes were used, respectively. The
values determined using only the top six tubes for all tube pitches
are very close to the ones listed in Table 5. The observed tube row
effect is very small for the finned tube ranging from m=−0.01 to
m=−0.07 �refer to Fig. 12 in Part I �15��. There is little difference
for the different tube pitches and the average values of m are also
shown, which suggests average exponents ranging from −1/16 to
−1/50. Generally, the tube row effect is stronger for lower heat
fluxes as was also observed in Tables 3 and 4 for the plain tube.
The very weak tube row effect is explained by the observed dif-
ferences in condensate flow pattern. On the finned tube, the con-
densate flows very unsteady and never forms complete sheets
�17�. In addition, the fins prevent the axial spreading of the liquid
such that large portions of the tube are not affected by inundation
from the tube above. Taking into account the nonuniform surface
temperature according to Eq. �12� had a negligible effect on the
values of the exponent m.

As the tube row effect on the low finned tube was found to be
very small, a comparison to existing single tube correlations is
made neglecting the tube row effect. Similar to the comparison to
the single tube data �15�, the model of Sreepathi et al. �26� gives
the best prediction of the experimental data, with a mean relative
error of −1.8% and a standard deviation of 8%. Interestingly, the
relative errors are smaller at high film Reynolds numbers on the
lower tubes, where the tube row effect is expected to be highest.
As the data here are only for one fluid/one fin density combina-
tion, no general conclusion can be made about the “best” overall
method here.

For design purposes, often the tube row effect in the following
form is recommended for use:

�N

�1
= Nm+1 − �N − 1�m+1 �23�

where �N is the local heat transfer coefficient on the Nth tube.
Based on the mean value of m=−0.03 determined from all the
data, an exponent of 0.97 is obtained for Eq. �23�. However, even
this weak tube row effect applied to the whole database of mea-
surements without overfeed leads to an underestimation of the
heat transfer coefficient on the lower tubes in the array; thus, the
mean relative error becomes 5.3% with a standard deviation of
7.8%.

Alternatively, the data on all tubes in the array for all tube
pitches can be correlated by a simple correlation of the following
form:

qo = C��Tb� �24�

For the measurements without overfeed, the coefficients were
found to be C=17700 W/m2 and b=0.79 with mean relative error
of 0.3% and a standard deviation of 7.9%. The accuracy of this
very simple curvefit is about the same as the model of Sreepathi et
al. �26�.

Extending the analysis to the whole database, including the
measurements with liquid overfeed, the same behavior as de-
scribed above for the measurements without overfeed are ob-
tained. Even when the film Reynolds number is increased up to
4500 the model of Sreepathi et al., neglecting the effect of tube
rows, predicts the experimental data best. The mean relative error
increases to −3.2% with a standard deviation of 7.9%. The heat
transfer performance can also be correlated by Eq. �24�, with the
coefficients a=18,000 W/m2 and b=0.78 �mean relative error
0.3%, standard deviation 7.7%�. No new general model for con-
densation on tube arrays of low finned tubes is proposed here
since, even though �4000 data points were taken, only one fluid
and one fin density are represented for very wide range of test
conditions.

Table 5 Tube row effect for the low finned tube „exponent m in
Eq. „1…… for all tubes in array
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Conclusions
The heat transfer performances of all four types of tubes have

been analyzed here. For the 3D enhanced tubes, the Turbo-CSL
and the Gewa-C, the heat transfer coefficient as function of the
film Reynolds number was characterized by two distinct zones. At
low film Reynolds numbers, the heat transfer coefficient de-
creased almost linearly and above a certain film Reynolds number
the heat transfer coefficient decreases much slower or achieves a
constant value. For both types of 3D enhanced tubes, the local
heat flux on a tube in the array was correlated as function of
condensation temperature difference and the liquid inundation in
the form of the film Reynolds number falling on the tube. The
coefficients in the correlation were found to be close for both
tubes apart from the coefficient, which corresponds to the slope in
the deterioration in heat transfer performance with increasing film
Reynolds number. The heat transfer coefficient of the Gewa-C
tube decreases less rapidly with increasing film Reynolds number.
Visual observations revealed that condensate left the array of
tubes sideways, and hence, a new model was proposed to account
for this. This simple approach was able to describe the observed
heat transfer behavior with a minimum of empirical constants. All
measurements at the three different tube pitches of both 3D en-
hanced tubes were predicted by the new method with a mean error
of 3% and standard deviations of �13%. Notably, this new 3D
tube method is easily applied to new tube/fluid combinations with
a limited experimental database to find the values of a, b, c, and d.

For the plain tube, the measured heat transfer coefficients on
the top tube without liquid inundation were found to be in good
agreement with Nusselt’s theory even for film Reynolds numbers,
leaving the bottom of the tube corresponding to the wavy �ripple�
flow regime. For the measurements without additional liquid over-
feed, the tube row effect was expressed like in Nusselt’s expres-
sion as the ratio of the mean heat transfer coefficient of the array
to the heat transfer coefficient of the top tube. The mean value of
the exponent in the expression was found to be m=−0.15 �equiva-
lent to −1/7� as opposed to Nusselt’s theoretical value of −1/4. A
new modified tube row expression taking into account the nonuni-
form surface temperatures of the tubes in the array lead to a si-
miliar value of m=−0.14 �i.e., again about −1/7�, indicating that
the effect of differences in the surface temperature on the tubes in
the array were small in the present case.

It was shown that the measured data on the plain tubes could be
described by an asymptotic model of Honda �5� based on heat
transfer in wavy flow and turbulent flow regimes or even better
with a slight modification using the extensive database from Part I
�15�. Alternatively, is was shown that the data could also be just as
well described by a liquid slinging model based on visual obser-
vations that a fraction of the condensate leaves the array of tubes,
in analogy to the model proposed for the 3D enhanced tubes.

For the low finned tube, in analogy to the plain tube, the best
exponent in the tube row expression of m=−0.03 �i.e., −1/33� was
determined for the tube row effect of liquid inundation. Neglect-
ing the effect of inundation completely, all data measured on the
low finned were underpredicted by the model of Sreepathi �26� by
only −3% mean error with a standard deviation of 8%.

Finally, the effects of intertube flow patterns �drop, column, and
sheet� that were expected to play a role in the tube row effect
turned out to not be of notable direct importance.
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Nomenclature
Ar � Archimedes number, defined by Eq. �15�
cp � specific heat at constant pressure, J/�kg K�
g � acceleration due to gravity �9.81�, m/s2

m � row effect exponent in Eqs. �1� and �12�
N � Number of rows counting from top row

Nu* � Nusselt number ���	L / �
L�
L−
V�g�1/3 /�L�
Pr � Prandtl number �	cp /�L�
p � center to center tube pitch, m
r � tube radius, m
T � temperature, K
q � local heat flux relative to a surface, W/m2

Re � film Reynolds number �4� /	�
x � coordinate in axial direction, m

Greek Symbols
� � local heat transfer coefficient, W/ �m2 K�

�T � condensation temperature difference, Tsat−Tw
� � mean relative error, defined by Eq. �6�
� � film mass flow rate on one side per unit length

of tube, kg/�m s�
� � thermal conductivity, W/�m K�
	 � dynamic viscosity, N s/m2

� � maximum deflection angle, rad
�crit � critical deflection angle, defined by Eq. �9�, rad


 � density, kg/m3

� � standard deviation, defined by Eq. �7�
� � surface tension, N/m

Subscripts
bottom � at the bottom of the tube

L � saturated liquid
N � number of rows measured from top row
o � external side at fin tip

sat � saturated conditions
top � at the top of the tube

V � saturated vapor
w � wall
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Estimation of Time-Varying Inlet
Temperature and Heat Flux in
Turbulent Circular Pipe Flow
This study addresses the conjugate heat transfer problem of hydrodynamically developed
turbulent flow in a circular pipe. An inverse method is used to estimate the time-varying
inlet temperature and the outer-wall heat flux simultaneously on the basis of temperature
measurements taken at two different locations within the pipe flow. The present approach
rearranges the matrix forms of the governing differential equations and then applies a
whole domain estimation with the function specification method and the linear least-
squares-error method to determine the two boundary conditions of the pipe flow. The
dimensionless temperature data obtained from the direct problem are used to simulate the
temperature measurements. The influence of temperature measurement errors upon the
precision of the estimated results is investigated. The proposed method provides several
advantages compared to traditional methods: (1) it yields a solution within a single
computational iteration, (2) no prior information is required regarding the functional
form of the quantities of interest, (3) no initial guesses of the unknown parameter values
are required, and (4) the inverse problem can be solved in a linear domain. This study
also considers the influence of the location of the temperature measurement sensors upon
the accuracy of the calculated results. The numerical results confirm that the proposed
method provides an efficient, robust, and accurate means of estimating the inlet tempera-
ture and outer-wall heat flux simultaneously in turbulent pipe flow.
�DOI: 10.1115/1.2130402�

Keywords: conjugate heat transfer, inverse method, numerical method, turbulent, pipe
flow

1 Introduction

It is well known that conjugate heat transfer, in which interac-
tion occurs between the conduction effects in a solid wall and the
convection effects within a fluid flowing around it, occurs in many
engineering devices. A familiar example is that of a heat ex-
changer, in which an interaction takes place between the conduc-
tion in the pipe wall and the convection in the fluid flowing over
the wall. A further practical example is the flow of a fluid over
fins. In this case, valuable design information can be obtained by
simultaneously analyzing the conduction in the fin and the con-
vection in the fluid. Finally, a significant example is that of the
cooling rods within a nuclear reactor.

In the case of thin-walled pipes, the boundary conditions at the
external surface are the same as those at the internal solid-fluid
interface, and hence, early researchers neglected wall conduction
effects and considered that the conditions on the external surface
of the pipe were also imposed upon the surface of the inner wall.
However, for conjugate heat transfer in thick-walled pipes, the
boundary conditions imposed at the external surface are different
from those at the internal surface. The problem of conjugate heat
transfer has already been examined by a number of researchers
�1–4�. Generally, it has been shown that a substantial amount of
heat is transferred to the fluid in the unheated sections of the pipe
as a result of wall conduction effects. These effects are more
pronounced when the solid-to-fluid thermal conductivity ratio, ksf,
is high and the inner-wall radius ratio, Riw=riw/row, is low. In this
situation, the thermal boundary conditions existing at the internal

surface are not known a priori, and hence, the energy equations
must be solved under the conditions of temperature and heat flux
continuity.

Recently inverse heat conduction problems �IHCPs� have been
analyzed for situations where a direct measurement of the thermal
boundary behavior is difficult, or indeed impossible, to carry out.
A typical application of such problems is the case where it is
desired to measure the temperature of a surface, but where that
temperature is so high, that were a thermocouple to be installed, it
would rapidly be destroyed. Using direct measurement results to
evaluate the heat loss in situations of this type is very complex.
Various analytical and numerical approaches have been proposed
to overcome these technical limitations. For example, Chen et al.
�5� presented a hybrid method using the Laplace transform tech-
nique and the finite-difference method with a sequential in-time
concept to estimate the unknown surface temperature of a plane
plate in a two-dimensional IHCP using temperature measurements
taken from within the plate. A method utilizing a boundary ele-
ment inverse technique has also been developed for the estimation
of the local heat transfer coefficients on the surface of arbitrarily
shaped solids �6,7�. Lin et al. �8� applied the finite-difference
method and the linear least-squares-error method to estimate the
thermal behaviors at the center and surface of a heated cylinder
positioned normally to a turbulent air stream. Several researchers
have also investigated the inverse problem related to the estima-
tion of the thermophysical properties of a heat-conducting me-
dium. Kim and Lee �9� adopted the parameter estimation tech-
nique to predict the temperature-dependent thermal conductivity
and volumetric heat capacity of a fluid flowing in a circular duct.
Finally, Sawaf et al. �10� applied an iterative procedure based
upon the Levenberg–Marquardt method and minimizing the sum
of squares function to estimate the linearly temperature-dependent
thermal conductivity and specific heat capacity of an orthotropic
solid.
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Many researchers have used the temperature history and distri-
bution within a fluid to determine the boundary conditions of the
fluid flow. For example, Su et al. �11,12� estimated the spatially
non-uniform wall heat flux in a thermally developing hydrody-
namically developed turbulent flow in a circular pipe by means of
finite element interpolation and the Levenberg–Marquardt
method. Meanwhile, Park and Lee �13� employed an inverse tech-
nique using the Karhunen–Loève Galerkin procedure to evaluate
numerically the unknown functions of the wall heat flux for lami-
nar flow inside a duct. Bokar and Özisik �14� applied the conju-
gate gradient method of minimization with an adjoint equation to
estimate the time-varying inlet temperature for laminar flow inside
a parallel-plate duct. Finally, Li and Yan �15,16� applied the same
inverse method to estimate the space- and time-dependent wall
heat flux for unsteady turbulent forced convection within a circu-
lar tube and a parallel-plate channel, respectively. However, the
approaches described above all involve an iterative computational
procedure. Furthermore, they neglect the effects of axial heat con-
duction within the wall in the vicinity of the solid-fluid interface.

The present study proposes an efficient technique which com-
bines the function specification method, the whole domain estima-
tion approach and the linear least-squares-error method to esti-
mate the unknown outer-wall heat flux and the inlet temperature
simultaneously for conjugate heat transfer within a hydrodynami-
cally developed turbulent pipe flow. Yang and Chen �17� devel-
oped the linear least-squares-error method for solving boundary
conditions in inverse heat conduction problems. The proposed in-
verse method is used to solve the two-dimensional conduction
equation for the pipe wall and the two-dimensional convection
equation for the flowing fluid simultaneously. The method re-
quires no prior knowledge of the functional forms of the un-
knowns and yields solutions for the unknown conditions within a
single computational iteration. The results confirm that the pro-
posed method is capable of developing precise predictions of the
unknowns and is relatively insensitive to temperature measure-
ment errors. As when using traditional IHCPs to solve unknown
conditions �e.g., local heat flux, local Nusselt numbers, tempera-
ture, geometry, heat transfer coefficients, etc.�, it is shown that the
precision of the results estimated using the proposed method in-
creases as the locations of the temperature measuring points ap-
proach those of the unknown quantities.

This paper commences by introducing the governing equations
for the direct problem, and then proceeds to present the matrix
formulation of the inverse problem. The paper then discusses the
effects of measurement errors and measuring point location upon
the accuracy of the estimated results for the outer-wall heat flux
and the inlet temperature. Finally, the paper presents some brief
conclusions.

2 Physical Model and Governing Equations
The present study considers a system in which a Newtonian

fluid of constant properties flows with steady turbulent motion in
a circular pipe. At time �=0, the inlet temperature, ��0,R ,��,
commences to vary as a function of time in the form F���. The
heat flux imposed on the external surface of the pipe, Q���, also
varies as a function of time. In the present simulations, the calcu-
lations of these two distributions are performed simultaneously.
Due to the symmetrical characteristic of the current problem, the
domain need only consider one half of the pipe flow. Furthermore,
this flow can be assumed to be two dimensional. The pipe wall is
assumed to be homogeneous with a constant thermal conductivity,
ks, and a finite thickness. Meanwhile, the fluid is assumed to be
incompressible, homogeneous, and to have a constant thermal
conductivity, kf. Finally, the pipe length is such that a fully devel-
oped flow is established at the entrance and exit regions.

Figure 1 presents a schematic representation of the current pipe
flow and conjugate heat transfer system. The governing equations
for the temperature field of the pipe flow are expressed by the
following differential equations:

In the wall region:

���X,R,��
��

−
�sf

R

�

�R
�R

���X,R,��
�R

� −
�sf

L2

�

�X
� ���X,R,��

�X
� = 0

�1a�

�s�0,R,��
�R

= 0 at X = 0, Riw � R � 1, � � 0 �1b�

��s�X,1,��
�R

= Q��� at X � 0, R = 1, � � 0 �1c�

In the fluid region:

Fig. 1 System under consideration. Note that the velocity profile is fully de-
veloped and that the inlet temperature is constant. †q„t… and f„t… denote the
outer-wall heat flux function and the inlet temperature function, respectively‡.
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���X,R,��
��

+
1

2RiwL
Re� Pr U�R�

���X,R,��
�X

− �1 +
Pet

Prt
� ·

1

R

�

�R
�R

���X,R,��
�R

� = 0 �2a�

� f�0,R,�� = F��� at X = 0, 0 � R � Riw, � � 0 �2b�

�� f�X,0,��
�R

= 0 at X � 0, R = 0, � � 0 �2c�

The initial condition is taken to be:

��X,R,0� = 0 at X � 0, 0 � R � 1, � = 0 �3�

At the interface between the pipe wall and the fluid inside the pipe
�R=Riw�:

�� f�X,Riw,��/�R = ksf��s�X,Riw,��/�R �4a�

�s�X,Riw,�� = � f�X,Riw,�� �4b�

where various dimensionless terms are defined as:

��X,R,�� =
T�x,r,t� − Tinitial

Tinitial
, F��� =

f�t� − Tinitial

Tinitial
,

Q��� =
q�t�row

ksTinitial
, U =

u

u�

, R =
r

row
, X =

x

�
, � =

� ft

row

In these expressions, F��� is the dimensionless time-varying
temperature at the entrance of the pipe, Q��� denotes the dimen-
sionless time-varying outer-wall heat flux, U�R� is the hydrody-
namically developed velocity profile, and u�=um

�cf /2 is the fric-
tion velocity in the pipe. The friction coefficient cf /2 is
approximately equal to 0.039 Re−0.25. That fits the experimental
data very well for 104�Re�5�104 �18�.

The governing parameters for conjugate conduction and turbu-
lent forced convection heat transfer in a pipe subjected to non-
uniform heat flux are the Reynolds number, Re�=2riwu� /�, the
Prandtl number, Pr, the turbulent Prandtl number, Prt, the solid-to-
fluid thermal conductivity ratio, ksf=ks /kf, and the solid-to-fluid
thermal diffusivity ratio, �sf=�s /� f.

The fully developed velocity profile of turbulent flow of a New-
tonian fluid in a circular pipe is obtained from the following ex-
pression for the dimensionless velocity, which is expressed in
terms of the wall parameters �18�,

U = 2.5 ln�ȳ
1.5�1 + R/Riw�
1 + 2�R/Riw�2 	 + 5.5 �5�

where, ȳ=yu� /�= �riw−r�u� /�.
The turbulent Peclet number, Pet, is given by:

Pet =
�t

�
Pr �6�

where �t /�= �Kȳ /6��1+R /Riw��1+2�R /Riw�2�. This equation is
obtained from an empirical equation proposed by Reichardt �19�.
Equation �5� is derived from the Nikuradse equation, U=2.5 ln ȳ
+5.5, together with the �t /� relational equation and K=0.4. The
turbulent Prandtl number, Prt, is given by the following expres-
sion, which corresponds well to the available experimental data
�18�:

Prt =
1

1

2Prt	

+ CPet� 1

Prt	

− �CPet�2�1 − exp�−
1

CPet�Prt	

�	
�7�

where C=0.3 and Prt	
=0.85.

The number of independent dimensionless parameters in the
current problem is quite large. A parametric study involving all of
these individual parameters requires a vast set of results and is not
the principal objective of the present study. Hence the values of
certain dimensionless parameters are specified as constants, i.e.

L = �/row = 30 and Riw = riw/row = 0.8,

ksf = 72.027 and �sf = 25.87 �for steel and water� ,

Re = 3 � 104 and Pr = 7.

3 Numerical Method

3.1 Direct Problem. The present study employs the finite-
difference method to analyze the direct problem. Following dis-
cretization, the dimensionless governing equations and boundary
conditions obtained from Eqs. �1a�–�2d� can be expressed in the
following recursive forms:

In the wall region:

�i,j
n − �i,j

n−1


�
−

�sf

Rj
��i,j+1

n − �i,j−1
n

2
R
+ Rj

�i,j+1
n − 2�i,j

n + �i,j−1
n

�
R�2 �
−

�sf

L2 ��i+1,j
n − 2�i,j

n + �i−1,j
n

�
X�2 � = 0 �8a�

�0,j+1
n − �0,j

n


R
= 0 at i = 0, jw � j � J, n � 0 �8b�

�i,J
n − �i,J−1

n


R
= Qn at i � 0, j = J, n � 0 �8c�

In the fluid region:

�i,j
n − �i,j

n−1


�
+

1

2RjwL
Re� Pr Uj

�i+1,j
n − �i−1,j

n

2
X

− �1 +
Petj

Prjt
� ·

1

Rj
��i,j+1

n − �i,j−1
n

2
R

+ Rj

�i,j+1
n − 2�i,j

n + �i,j−1
n

�
R�2 � = 0 �9a�

�0,j
n = Fn at i = 0, 0 � j � jw, n � 0 �9b�

�i,1
n − �i,0

n


R
= 0 at i � 0, j = 0, n � 0 �9c�

The initial condition is taken as:

�i,j
0 = 0 at i � 0, 0 � j � J, n = 0 �10�

Substituting Eq. �4b� into the discretization equation obtained
from the energy equation �Eq. �4a�� at the interface between the
wall and the fluid inside the pipe gives the dimensionless inner-
wall temperature as:

�i,jw
n =

ksf

ksf + 1
�i,jw+1

n +
1

ksf + 1
�i,jw−1

n �11�

In Eqs. �8a�–�8c�, �9a�–�9c�, �10�, and �11�, 
R and 
X are the
increments in the dimensionless spatial coordinates, 
� is the in-
crement of the temporal coordinate, i is the ith grid point along the
x-coordinate direction, j is the jth grid point along the
r-coordinate direction, n is the nth grid point along with temporal
coordinate, and �i,j

n is the dimensionless temperature at grid point
�i , j�. Meanwhile, Qn and Fn are the uniform outer-wall heat flux
and the inlet temperature, respectively, at the nth grid point along
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the temporal coordinate. Finally, J represents the grid point at the
boundary, i.e., R=Row, and jw represents the grid point at the
inner wall, i.e., R=Riw.

According to the inner-wall temperature expression given in
Eq. �11�, the dimensionless inner-wall temperature, �i,jw

n , which is
expressed by �i,jw+1

n at the first radial grid point in the pipe wall
and by �i,jw−1

n at the final radial grid point in the fluid, will be
eliminated during algebraic vector manipulation. In other words,
the boundary conditions existing at the solid-fluid interface are
avoided. This simplifies the subsequent analysis task significantly.

As shown below, the heat conduction and convection equations
can be combined into an equivalent matrix equation, which per-
mits all of the unknowns to be derived within a single computa-
tional iteration.

Using the inner-wall temperature expression given in Eq. �11�
and the boundary conditions and initial condition given in Eqs.
�8b�, �8c�, �9b�, �9c�, and �10�, the recursive forms of the govern-
ing equations given in Eqs. �8a� and �9a� can be rearranged in the
form of the following linear model:

Tn = A−1Tn−1 + A−1BCn = DTn−1 + DBCn �12�

where

D = A−1

Matrix A is a constant matrix constructed from the thermal
properties and spatial coordinates of the system. The components
of vector T are the dimensionless temperatures at discrete points
within the pipe wall and the fluid. Matrix B is the coefficient of
vector C, which is composed of the dimensionless boundary con-
ditions, including the inlet temperature and the heat flux on the
external surface of the pipe. The aim of the present direct analysis
process is to determine the dimensionless temperature at each
node when all the boundary conditions and thermal properties are
known. This is accomplished by using the Gauss elimination
method to solve the direct problem expressed in Eq. �12� above.

In the present study, the dimensionless temperature data ob-

tained from the direct problem are subsequently employed in the
inverse problem to represent the measured temperature values of
the fluid.

3.2 Inverse Problem. The aim of the inverse problem is to
determine the time-varying inlet temperature and the outer-wall
heat flux simultaneously by using the temperature measurements
taken from within the pipe flow. It is advantageous to perform
algebraic manipulations utilizing a matrix form of the model.
Equation �12� can be written in expanded matrix form as:



T1

T2

]

TN−1

TN
� = �

D 0 ¯ 0

D2 D �

] � � � ]

DN−1
� � D 0

DN DN−1
¯ D2 D

�B� � �
C1

C2

]

CN−1

CN


+ �
D

D2

]

DN−1

DN
�T0� �13�

where N is the number of time steps to be estimated. The un-
known vector C of each time step has two components, i.e., the
inlet temperature and the outer-wall heat flux.

To stabilize the computational results, the future-time and func-
tion specification concepts are applied. The future-time unknown
components are temporarily estimated for the linear function
form. Numerical experiments have determined that linear function
form in unknown components is superior to the constant unknown
components case. The single unknown is Cn since C1 , . . . ,Cn−1

have been calculated previously. Cn+1 , . . . ,Cn+r−1 can be written
in terms of Cn and Cn−1 �20�:

Cn+j−1 = jCn − �j − 1�Cn−1 �14�
Applying the assumption given in Eq. �14�, the temperatures for

times tn , tn+1. . . are given by Eq. �12� as:



Tn

Tn+1

]

Tn+r−2

Tn+r−1
� = �

D 0 ¯ 0

D2 D �

] � � � ]

Dr−1
� � D 0

Dr Dr−1
¯ D2 D

�B� � �
Cn

Cn+1

]

Cn+r−2

Cn+r−1
 + �

D

D2

]

Dr−1

Dr
�Tn−1� ⇒


Tn − DTn−1

Tn+1 − D2Tn−1

]

Tn+r−2 − Dr−1Tn−1

Tn+r−1 − DrTn−1
�

= �
0 D

− D D2 + 2D

] ]

− �Dr−2 + 2Dr−3 + . . . + �r − 2�D� Dr−1 + 2Dr−2 + . . . + �r − 1�D
− �Dr−1 + 2Dr−2 + . . . + �r − 1�D� Dr + 2Dr−1 + . . . + rD

�B� � �Cn−1

Cn 	 �15�

where r is a future-time parameter indicating the number of future-time measurements used as input data. Substituting Eq. �15� into Eq.
�13�, the whole domain equation can be rearranged into the following form:

� = M� �16�

where
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� =

T1 − D1T0

T2 − D2T0

]

Tr − DrT0

T2 − D2T0

T3 − D3T0

]

Tr+1 − Dr+1T0

]

TN − DNT0

]

TN+r−1 − DN+r−1T0

� , � = �
C1

C2

]

]

CN−1

CN



M =�
D 0 ¯

D2 + 2D ]

] ]

Dr + 2Dr−1 + . . . + rD 0 ¯

D2 D 0 ¯

D3 − D D2 + 2D ]

] ] ]

Dr+1 − �Dr−1 + 2Dr−2 + . . . + �r − 1�D� Dr + 2Dr−1 + . . . + rD 0 ¯

] ]

DN DN−1
¯ D2 D

] ] ]

DN+r−1 DN+r−2
¯ Dr + 2Dr−1 + . . . + rD

�B�

The unknown parameters at any time instant can be estimated
simultaneously by applying the linear least-squares-error method,
i.e.

� = �MTM�−1MT� �17�

where �MTM�−1MT is defined as a reverse matrix.
This algorithm, which combines the function specification

method and the whole domain estimation technique, can estimate

simultaneously all of the unknown boundary conditions over the
total time interval. A major advantage of the proposed inverse
approach is that the construction of the linear inverse model given
in Eq. �17� requires no explicit assumptions regarding the func-
tional forms of the unknown thermal quantities. In other words, a

Fig. 2 Estimated dimensionless outer-wall heat flux distribu-
tions with and without wall conduction for measurement error
of �=0% and r=3

Fig. 3 Estimated dimensionless inlet temperature distribu-
tions for different values of future-time parameter with mea-
surement errors of �=1% and 3%
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prior knowledge of these functional forms is unnecessary when
utilizing the proposed inverse analysis method to determine the
unknown thermal boundary conditions at discrete grid points.

In practice, the temperature measurements always contain some
degree of error. The magnitude of this error depends upon the
particular measuring method employed. Therefore, the simulated
temperature measurements adopted in the current inverse problem
are also considered to include a measurement error component.
For reasons of practicality, the present study adds a random error
noise to the exact temperature values computed from the direct
problem. Hence, the measured dimensionless temperature,
�measured, is expressed as:

�measured = �exact�1 + �� �18�

where �exact is the exact dimensionless temperature,  is the am-
plitude of the measurement error, and � is a random value speci-
fied between −1 and 1.

4 Results and Discussion
This paper considers the conjugate heat transfer case of fluid

flowing through a pipe. Hence, the analyzed IHCP investigates the
influence of heat conduction in the pipe wall in developing turbu-
lent forced convection flow and generating heat transfer inside the
pipe. Let the inlet temperature and the outer-wall heat flux distri-
bution be described, respectively, by the following functions:

F��� = 
 �

1.144 � 10−3 sin2� ��

8.58 � 10−4� for 0 � � � 1.716 � 10−3

0 for 1.716 � 10−3 � �
�

Q��� =

0.39�

8.58 � 10−4������ for 0 � � � 8.58 � 10−4

0.39�1 −
� − 8.58 � 10−4

2 � 5.72 � 10−4� for 8.58 � 10−4 � � � 1.43 � 10−3

0.39

2
for 1.43 � 10−3 � �

�
The direct problem described above can be solved by the finite-

difference method. The total simulation time of 2.288�10−3 �in
dimensionless terms� is divided into 80 equal time steps, corre-
sponding to a sampling frequency of 2.86�10−5. The dimension-
less length and radius of the pipe are both assumed to be equal to
1 and are divided into 50 and 40 equal divisions, respectively,
corresponding to 
X=0.02 and 
R=0.025. Temperature measure-
ment sensors are placed on the centerline of the pipe �R=0� and at
the inner-wall �R=Riw� at a downstream location of Xmea=10
X.
The inverse problem is then solved for the inlet temperature and
the outer-wall heat flux components using the algorithm described
above. Clearly, the quality of the estimated results can be readily
determined since the exact solution is known.

Figure 2 shows a comparison between the predicted results and
the exact solutions of the outer-wall heat flux with and without
consideration of the wall conduction, respectively, for a measure-
ment error of =0% and r=3. It can be seen that the estimated
results which neglect the effect of wall heat conduction have sig-
nificant divergence from the exact outer-wall heat flux solutions.
And the estimations without consideration of wall conduction are
always lower than the exact solutions. This result is to be expected
because the heat transfer can occur in the unheated section. The
magnitude and extent of upstream and downstream heating in-
crease monotonically with an increase of ksf or a decrease of Riw
�1–3�. In other words, increase in ksf and decrease in Riw contrib-
ute to provide a less accurate estimate without consideration of
wall conduction.

Figure 3 presents the estimated results of the dimensionless
inlet temperature, ����, of the pipe flow for various amplitudes of
measurement error. It can be seen that the estimated results are in
very good agreement with the exact inlet temperature solutions
when the measurement error is taken to be =1%. However, the
results obtained with r=14 are less accurate than those obtained
with r=10. In IHCP problems, it is known that the precision of the
estimated results is significantly influenced by the magnitude of
the measurement errors. When a value of r=14 is selected, the

estimated results deviate slightly from the exact solutions for mea-
surement errors of =1% and 3%. Figure 3 also shows that the
estimated results deviate more widely for r=18 than for r=14 for
a constant measurement error of =3%.

Figure 4 presents a comparison between the predicted results
and the exact solutions of the outer-wall heat flux for measure-
ment errors of =1% and 3%. In general, the results reveal that
for a measurement error of =1%, good agreement exists be-
tween the two sets of data for both r=10 and r=14. Comparing
the results obtained for measurement errors of =1% and 
=3%, it can be seen that, although both sets of estimated results

Fig. 4 Estimated dimensionless outer-wall heat flux distribu-
tions for different values of future-time parameter with mea-
surement errors of �=1% and 3%
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provide reasonable approximations to the exact solutions when r
=14, the results obtained for a measurement error of =1% are
more accurate. Consequently, when measurement errors are taken
into consideration, it is noted that there exists a slight deviation
between the estimated and the exact solutions. The extent of this
deviation is found to be dependent upon the magnitude of the
measurement errors. It can be concluded that the presence of large
measurement errors degrades the performance of the proposed
inverse method.

As stated previously, the quality of the estimated results can be
assessed quite simply since the exact solution is known. The qual-
ity depends on 
nCi �i.e., the nonlinear bias� and 
dC �i.e., the
deterministic bias� �21�. The variable 
nCi is given by the differ-
ence between the estimated value and the exact average value, i.e.


nC
i = Cestimated

i − C̄exact �19�
The deterministic bias is defined as:


dC =� 1

N
�
i=1

N

�Cestimated
i − Cexact

i �2 �20�

From Eqs. �19� and �20�, it can be seen that a lower maximum
nonlinear bias yields a more stable solution, while a higher deter-
ministic bias generates a less accurate solution.

This study could divide the deterministic bias 
dC into two
groups, i.e., 
d� �the deterministic bias of inlet temperature� and


dQ �the deterministic bias of outer-wall heat flux�. Figure 5 plots
the variations of 
d� and 
dQ with the future-time parameter, r,
for measurement error magnitudes of =0% and =3%. The re-
sults reveal that the variations of the deterministic bias are greatly
influenced by the value of the future-time parameter. The deter-
ministic bias grows increasingly with the future-time parameter
when a measurement error of =0% is applied. In other words,
the accuracy of the estimated results decreases as the value of the
future-time parameter is increased, i.e., as more future-time mea-
surements are used as input data. However, using a lesser number
of future-time measurements in an attempt to preserve the accu-
racy of the results may lead to fluctuations in the estimated results
when measurement errors are taken into account. Figure 5 also
shows that increasing the value of the future-time parameter re-
duces the sensitivity of the estimated results to measurement er-
rors. It is observed that increasing the value of r yields a clear
improvement in the results for =3% when r�13, whereas its
effect is not as apparent when r�13.

As mentioned previously, a more stable solution is obtained
from a lower maximum nonlinear bias. The future-time parameter,
r, which is derived from the function specification method, acts as
a stabilizing parameter. Figure 6 shows that as r increases, the
maximum nonlinear bias decreases continuously when measure-
ment errors are neglected �i.e., =0%�. Hence, specifying a larger
value of r can lead to a more stable solution. However, when an

Fig. 5 Comparison between variation of deterministic bias
with future-time parameter of: „a… inlet temperature, �d�, and
„b… outer-wall heat flux, �dQ, for measurement errors of �
=0% and 3%

Fig. 6 Comparison between variation of maximum nonlinear
bias with future-time parameter of: „a… inlet temperature,
†�n�‡max, and „b… outer-wall heat flux, †�nQ‡max, for measure-
ment errors of �=0% and 3%
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insufficient number of future-time measurements are used, i.e., r
�14, and a measurement error of =3% is assumed, the maxi-
mum nonlinear bias fluctuates rather than decreasing smoothly.
When the future-time parameter is specified with a greater value
�i.e., r�14�, it can be seen that there is a greater agreement be-
tween the results obtained with a measurement error of =3%
and those obtained with no measurement error. This again con-
firms that increasing the value of the future-time parameter can
reduce the sensitivity of the estimated results to measurement er-
rors. In Figs. 5�b� and 6�b�, the effects of the future data which
reduces the sensitivity of estimation to measurement errors are not
excellent. This may impute to the relatively weak influence of the
estimated outer-wall heat flux upon the temperature field.

In order to investigate the relationship between the location of
the measuring points and the accuracy of the estimated results, the
sensors are placed at three different downstream locations, i.e.,
Xmea=10
X, 15
X and 20
X, and the results calculated for each
case. Figure 7 shows the effects of the measurement location on
the accuracy of the estimated inlet temperature for a measurement
error of =3% and a future-time parameter of r=14. As expected,
the results obtained when the sensors are placed at 10
X, i.e., in
the vicinity of the pipe entrance, approximate the exact solutions
more closely. Conversely, with the sensors located at 15
X, the
estimated results are considerably less accurate.

Figure 8 shows the effect of the measuring point location on the
variation of 
d� with the future-time parameter for a measure-
ment error of =3%. It is clear that the sensitivity of the esti-
mated results to measurement errors increases notably when the
sensors are located at a greater distance from the entrance. It can
be seen that the optimum value of r depends not only on the
amplitude of the measurement error, but also upon the measuring
point location. As shown by the trending line in Fig. 8, the deter-
ministic bias obtained from the optimum value of r increases
when the sensors are located further from the position of the un-
known quantities of interest. Accordingly, the accuracy of the op-
timum estimated results increases as the distance between the en-
trance and the sensors decreases.

On the basis of the current results, it can be concluded that the
optimum value of the future-time parameter, r, depends on the
amplitude of the measurement errors and the distance between the
unknowns and the sensors. For higher measurement errors and
more distant measuring point locations, a greater volume of future
data is required to damp oscillation and to obtain a stable solution.

5 Conclusion
This paper has successfully applied an inverse method to the

estimation of the unknown boundary conditions associated with
turbulent pipe flow. The influences of conduction effects within
the pipe wall on the thermal development of the turbulent flow in
a pipe with a finite heated length have been considered. The pro-
posed inverse model is constructed using the available tempera-
ture measurements and a finite difference model of the corre-
sponding differential heat transfer equations. This model is
capable of representing the unknown boundary conditions of the
pipe flow explicitly. The proposed method can be applied to a
wide range of heat transfer problems on account of the non-
uniform solution used in the model. The results of the inverse
method can be derived within a single iteration, and demonstrate
that the uniqueness of the solution can be easily identified. The
proposed method has the further advantages that the unknown
quantities of the thermal boundary conditions can be estimated
directly and the inverse problem can be solved in a linear domain.
For the above reasons, the method can provide solutions of the
inverse problem very fast. It takes about 5 s of CPU time to com-
plete the computation. The CPU times correspond to an Intel Pen-
tium 1 GHz processor, with 512MB RAM, running under the Mi-
crosoft Fortran PowerStation 4.0 platform.

The results have indicated that increasing the value of the
future-time parameter has a positive effect on the estimation sta-
bility, but a negative effect on the estimation accuracy. In other
words, an increase in this parameter decreases the nonlinear bias,
but increases the deterministic bias. The results have also shown
that the estimated results are more accurate and robust when the
temperature measurement points are located closer to the bound-
ary of interest, i.e., the entrance of the pipe flow in the present
case. The current results have revealed that the estimated results
are accurate even when a measurement error of 3% is introduced.
In conclusion, the proposed inverse method is an accurate, robust,
and efficient technique for solving the conjugate heat transfer
problem associated with turbulent pipe flow.

Nomenclature
A � constant matrix constructed from thermal prop-

erties and spatial coordinates
B � coefficient matrix of C
C � vector constructed from the unknown boundary

conditions
cf � local friction coefficient

Fig. 7 Effects of sensor locations 10�X and 15�X on accuracy
of estimated inlet temperature for measurement error of �
=3% and r=14

Fig. 8 Effects of measuring point location on variation of �d�
with future-time parameter for measurement error of �=3%
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F � error function
F � dimensionless inlet temperature

f�t� � function form of inlet temperature variation
k � thermal conductivity
� � length of the pipe

Pe � Peclet number
Pr � Prandtl number
Q � dimensionless outer-wall heat flux

q�t� � function form of the outer-wall heat flux
R � reverse matrix
R � dimensionless radial coordinate

Re � Reynolds number
r � radial coordinate

T � temperature vector
T � temperature
u � fluid axial velocity

u� � friction velocity
X � dimensionless axial coordinate
x � axial coordinate
y � distance from the wall

Greek symbols
� � thermal diffusivity


X � axial step size

R � radial step size

� � time step size

� � kinematic viscosity
� � random variable
� � dimensionless temperature
 � standard deviation of the measurement error
� � dimensionless time

Subscripts
exact � exact temperature

f � fluid
i , j ,n ,J � indices

initial � initial value
iw � inner wall
jw � index of radial coordinate at inner wall
m � mean value

measured � measured temperature
ow � outer wall

s � solid
t � turbulent
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Turbulent Heat Transfer in Plane
Couette Flow
Heat transfer in a fully developed plane Couette flow for different Prandtl number fluids
was studied using numerical simulations. The flow field was created by two infinite planes
moving at the same velocity, but in opposite directions, forming a region of constant total
shear stress. Heat markers were released into the flow from the channel wall, and the
ground level temperature was calculated for dispersion from continuous line sources of
heat. In addition, the temperature profile across the channel was synthesized from the
behavior of these continuous line sources. It was found that the heat transfer coefficient
for Couette flow is higher than that in channel flow for the same Prandtl numbers.
Correlations were also obtained for the heat transfer coefficient for any Prandtl number
ranging from 0.1 to 15,000 in fully developed turbulence. �DOI: 10.1115/1.2130404�

1 Introduction
Turbulent heat or mass transport is important for applications in

several processes, such as mixing, pollutant dispersion, heat ex-
change, etc. The transport of heat in turbulent channel flow has
been studied with both experimental �1–8� and direct numerical
simulation �DNS� approaches �9–14�. However, plane Couette
flow has not been investigated as fully and as deeply as plane
channel flow. The main reason is its special configuration, in
which one channel wall moves, or two walls travel in opposite
directions, forming a constant total shear stress region across the
flow field.

Even though plane Couette flow is a simple flow conceptually,
it is difficult to construct an experimental procedure to accomplish
it. Previous investigators have set up experiments using a running
belt, a second fluid, or a moving plane to explore the characteris-
tics of plane Couette flow. In 1956, Reichardt �15� used a running
belt to study Couette flow with two moving walls. Oil and water
were employed as the fluids. Reichardt was able to measure the
mean velocity profile, and to determine the critical Reynolds num-
ber for transition to turbulent Couette flow. Later on, Robertson
and Johnson �16� set up an apparatus with one stationary wall and
one moving wall, and reported streamwise turbulence intensity
and streamwise energy spectra for Couette flow. Aydin and
Leutheusser �17–19� used a plane suspended above a straight sta-
tionary bench that was moving with the help of a towing carriage,
and measured the mean and the fluctuating streamwise velocity.
Other experiments used a moving belt and a rigid wall �20� or
used a plastic band moving between vertical glass surfaces in
water �21,22�. These experiments obtained measurements of the
mean velocity, and most of them were limited to measurements of
the root mean square of the velocity fluctuations in the streamwise
direction.

Developments in computer simulation have provided the oppor-
tunity to study the flow structure in plane Couette flow using
direct numerical simulations �DNS�. Several papers have reported
on the velocity structure of plane Couette flow �23–25�. Recently,
Liu �26� and Debusschere and Rutland �27� reported results for
heat transfer in plane Couette flow using DNS for fluids with
Prandtl number Pr equal to 0.7. In these recent publications, sev-
eral scalar quantities were reported, in addition to velocity field
data, for heat transport in plane Couette flow.

Le and Papavassiliou �28� have used a Couette flow DNS and a
Poiseuille flow DNS in conjunction with a Lagrangian method for
tracking the trajectories of heat markers in the flow to investigate

the mechanism of heat transfer in the outer region of the flow. In
the present work, dispersion and heat transport from the wall in
plane Couette flow are investigated using the same technique
�DNS in conjunction with the Lagrangian scalar tracking method,
LST�. A range of fluids with different Pr �Pr=0.1, 0.7, 6, 10, 100,
200, 500, 2400, 7500, and 15,000� was studied. The main contri-
butions of this work are �a� the investigation of the effects of the
velocity boundary conditions on the mechanism of heat transfer
by comparing the Couette flow results to those for plane channel
flow, and �b� the development of predictive correlations for the
heat transfer coefficient K+ as a function of Pr based on results
from a consistent methodology for a wide range of Pr. It is found
that K+ is higher in plane Couette flow compared to plane channel
flow, a result that may have important applications in mixing
processes.

2 Background
Mitrovic and Papavassiliou �29� and Mitrovic et al. �30� have

described the turbulent transport of heat and mass transfer in a
Poiseuille flow channel using a Lagrangian method in conjunction
with DNS of the fluid flow. For the simulation of plane Couette
flow, and for the calculation of temperature profiles and heat trans-
fer coefficients, the same methodology is employed here.

2.1 Eulerian Heat Transfer. The temperature T can be de-

composed into the mean temperature T̄ and the fluctuation �. It
can be made dimensionless by normalizing with the friction tem-
perature T*, T*=qw / ��Cpu

*�, where qw is the heat flux at the wall
defined in terms of the thermal conductivity of the fluid k as

qw = − k�dT̄

dy
�

w

�1�

Therefore, the dimensionless temperature T+ can be calculated by

T+ =
T

T* = −
T�Cpu

*

k�dT̄

dy
�

w

= − Pr
T

� dT̄

dy+�
w

�2�

where y+ is the distance from the wall in viscous wall units �y+

=yu* /��.
The heat transfer coefficient is defined as

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received January 19, 2005; final manuscript re-
ceived July 1, 2005. Review conducted by Louis C. Burmeister.

Journal of Heat Transfer JANUARY 2006, Vol. 128 / 53Copyright © 2006 by ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K =
qw

Tb − Tw

�3�

where the bulk temperature Tb is the average temperature across
the y direction of the channel.

It can also be made dimensionless by scaling with wall param-
eters ��Cpu

*� and using Eq. �1�

K+ =
K

�Cpu
* =

1

Pr
�d� T̄

Tb − Tw

�
dy+ �

w

�4�

Based on dimensional analysis, the heat transfer coefficient is of-
ten given in the form of a correlation for the Nusselt number

Nu = C1 Rep Prq �5�

where C1 ,p ,q are constants that depend on the type of flow �e.g.,
flow in a pipe or a channel, flow around an immersed object, etc.�.

2.2 Direct Numerical Simulation. The configuration of the
problem is visualized in Fig. 1. The top wall of the channel is
moving in the positive x direction with velocity U+=17.7386 in
wall units, and the bottom wall is moving to the negative x direc-
tion with velocity U+=−17.7386 in wall units. The Reynolds
number Re defined with the velocity of one of the moving walls
and the half channel height h is 2660. Previous simulations have
been done on plane Couette flow using different choices of com-
putational domain size and number of grid points. Lee and Kim
�23� used a computational box with 192�129�288 grid points
and dimensions �4�h, 2h, 8 /3 �h� in the x, y, and z directions.
They observed large scale structures of the velocity that were
persistent in space and time. These structures were also observed
in simulations done by Papavassiliou and Hanratty �25� using a
computational box with 128�65�128 grid points and dimen-
sions �4�h, 2h, 2�h�, and in simulations by Komminaho et al.
�24� and by Bech et al. �31�.

In this current work, the DNS methodology for the initiation
and the development of the Couette flow simulation was similar to
that in �25�. The moving walls were taken into account by chang-
ing the Dirichlet boundary conditions. The simulation was con-
ducted on a 256�65�128 grid in the x, y, z directions, respec-
tively. The length of the streamwise direction was double that
used in �25� in order to capture the large turbulent structures in
plane Couette flow. The dimensions of the computational box
were �8�h, 2h, 2�h�, with h=150 in viscous wall units �the wall
units are used to create dimensionless parameters by normalizing
with the friction velocity u*, friction length l*=� /u* and friction
time t*= l* /u*�. The flow was periodic in the streamwise and span-
wise directions, with periodicity lengths equal to the dimensions
of the box in the respective directions. Statistics of the Couette
flow velocity field have been reported elsewhere �28,32�.

2.3 Lagrangian Scalar Tracking. The Lagrangian scalar
tracking �LST� method was used to track the heat markers in
conjunction with direct numerical simulation. Its basic concept is
that a heated/cooled surface is formed by continuous sources/sinks
of heat markers. A total of 145,161 markers were released uni-
formly into the flow field from a rectangular grid covering the xz

plane at the bottom wall of the channel. The algorithm used for
the tracking of these heat markers is based on the algorithm de-
veloped by Kontomaris et al. �33�. More about the implementation
and validation of the LST methodology for channel flow can be
found elsewhere �34–37�. Heat transfer across the interface be-
tween a turbulent gas and a turbulent liquid has also been simu-
lated using LST �38,39�. The tracking of the trajectories of the
heat markers was initiated after the velocity field of the DNS
reached fully developed and stationary state.

Data from two runs are used in the present work: Run A tracked
particles with Pr=0.1, 0.7, 6, 10, and 100 until t+=3000, and Run
B tracked particles with Pr=200, 500, 2400, 7500, and 15,000
until t+=13,000. The trajectories and velocities of the particles
were stored at every time unit, and the time step was �t+=0.2
�equal to the time step for the advancement of the velocity field�.

The behavior of a marker source was determined by following
the paths of a large number of scalar markers in the flow field
generated with the DNS. Each marker moved due to convection
and diffusion effects. It was assumed that the particle had the

same velocity as the fluid on which it rode, V� �xo
� , t�

=U� �X� �xo
� , t� , t�, where V� �x�o , t� is the Lagrangian velocity of a

marker that was released at location, x�o and U� is the Eulerian
velocity of the fluid at the location of the marker at time t. The
marker’s motion due to the convective effect was then calculated
using the following equation:

V� �xo
� ,t� =

�X� �xo
� ,t�

�t
�6�

The molecular diffusion effect was described by the Brownian
motion theory of the marker �40�, in which the rate of molecular
dispersion in a laminar field is related to the molecular diffusivity
D by dX2 /dt=2D for the case of dispersion in the dimension x.
The diffusion effect was represented by a random walk added on
the marker motion after each time step, which was estimated by a
Gaussian distribution with zero mean and a standard deviation �

that depended on the Prandtl number of the fluid ��=	2�t+ /Pr in
wall units�. The effects of Pr could, thus, be simulated by modi-
fying �.

The building block for the implementation of LST is the prob-
ability function P1�x−xo ,y , t− to 
x�o , to�. This function represents
the joint and conditional probability density function for a marker
to be at location �x ,y� at time t, given that the marker was released
at x�o and at time to. This probability can be interpreted physically
as concentration �41�. Snapshots of the cloud resulting from an
instantaneous source, which is usually called a puff, are captured
over time. By integrating �or, in the discrete case, summing up� P1
from time to to a final time tf, the behavior of a continuous line
source, represented by the probability function P2, can be ob-
tained, where

P2�X − xo,Y� = �
t=to

tf

P1�X − xo,Y,t
xo
� ,to� �7�

The cloud from this continuous source, called a plume, is a
series of instantaneous clouds, each of which is released at every
time unit. The calculation of this function P2 involves calculations
of 145,161�3000=4.35483�108 particles for run A and of
145,161�13,000=1.88709�109 particles for run B. Earlier
simulations done on channel flow �28,30,36,42� have shown a
very good agreement between results obtained with LST and both
experiments and simulations. The probability P2 was calculated
for each Pr using a grid that covered the flow domain and count-
ing the number of markers that were present in each one grid cell.
The grid in the normal direction was constructed either by divid-
ing the width of the channel uniformly into 300 bins �when Pr
�100�, or by using Chebyshev collocation points to generate 400
bins �when 200�Pr� in order to increase the resolution closer to

Fig. 1 Problem configuration for heat transfer in plane Cou-
ette flow
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the wall. In the streamwise direction, the grid was stretched
around the point of origin of the plume, in order to take measure-
ments at long distances from the source. The stretching in both the
positive and negative streamwise directions followed the relation
�xn=1.06n�xo with �xo=5 in viscous wall units.

3 Results and Discussion

3.1 Development of a Puff. The characteristics of the behav-
ior of a puff in plane Couette flow have been reported in Le and
Papavassiliou �32�, including the first and second order statistics
of the marker displacement in the streamwise and normal direc-
tions. The main conclusion from those results is that a higher
dispersion rate is found for Couette flow when compared to
marker dispersion in Poiseuille channel flow. It was also found
that the dispersion of the markers can be divided into three zones,
similar to the dispersion of markers in a channel flow �42�. These
zones can be seen clearly in Fig. 2, which shows the dispersion of
particles in the streamwise direction �as reported in �32��. In the
first zone, the puff of markers stayed together near the wall, form-
ing a compact cloud. This is the region where the movement of
the markers is dominated by molecular effects. Zone II is a tran-
sition zone, in which the markers get away from zone I, and move
into the outer region of the flow field, where the marker motion is
dominated by convection effects. The particles’ motion in the third
zone is due to turbulent convection. It was seen that this stage of
dispersion occurred when the particles were distributed almost
uniformly across the channel.

3.2 Development of a Plume. The behavior of the plume can
be described by the probability function P2 �Eq. �7��. In the
present work, the plume is seen in two frames of reference: �a� as
it is formed in the frame of reference that is stationary with re-
spect to the center of the channel �i.e., the two moving walls move
in opposite directions in this frame of reference—see Fig. 3�a��,
and �b� as it is formed in a moving frame of reference that moves
with the bottom wall of the channel �i.e., the plume is seen by an
observer moving with the bottom wall—see Fig. 3�b��. The pur-
pose of studying the plume with the moving frame of reference is
to compare it with the corresponding plume in Poiseuille channel
flow, and to other previous studies of Couette flow using a con-
figuration with one moving wall.

Prediction of ground level temperature/concentration. The be-
havior of the plume in the first frame of reference, which is sta-
tionary with respect to the center of the channel, is shown in Fig.
4�a�. The ground level temperature Tmax is normalized with the
strength of the source �i.e., the total number of markers released
per time step�. The temperature �or equivalently, the ground level
concentration, if one considers the analogy between passive heat

and passive mass transfer� is highest at the location x=0, where
the particles are released continuously. Since the bottom plane is
moving in the negative x direction, the mean velocity in the region
near the wall is negative, and, thus, the maximum temperature is
higher in the negative direction and lower in the positive direc-
tion. When Pr increases, the markers stay together longer, forming
a compact cloud and resulting in higher temperature close to the
wall. On the other hand, lower Pr numbers have a higher disper-
sion rate at the early stages after their release from the wall �note
that the value of � increases with decreasing Pr�. They move
quickly out of the viscous wall region and go into the bulk of the
flow field, becoming more and more uniformly distributed. There-
fore, the ground level temperature/concentration is lower for
lower Pr.

Note that there are also markers in the positive x direction that
are moving by the leaking of particles due to the random motion.
It is also seen in Fig. 4�a� that at short x distances from the source,
the ground level temperature/concentration is higher for low Pr
markers and at longer distances from the source the ground level
temperature/concentration is higher for higher Pr markers. In gen-
eral, as Pr decreases, the total number of markers that can be
found in the positive x direction is higher, because the lower Pr
markers have larger random motion movements and can leak to-
ward the positive x direction at farther distances �this was con-
firmed by counting the markers in the positive x direction, and
finding that the total number of particles is higher for lower Pr�.
Therefore, the concentration is higher for lower Pr for a short
distance. However, dispersion in the normal direction is also
stronger for lower Pr markers, so at farther distances in the posi-
tive x direction the ground level concentration decreases quickly,
while the markers for high Pr fluids are still staying together in the
near wall region. This phenomenon of the leaking heat markers in
the streamwise direction is similar to the phenomenon discussed
�in its Eulerian analog� by Weigand et al. �43� for small Peclet

Fig. 2 Mean streamwise cloud position as function of Pr „from
†32‡…

Fig. 3 Contour plots for „a… a plume relative to a stationary
frame of reference, and „b… a plume relative to a moving frame
of reference. In both cases Pr=100 and t+=3000.
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numbers and heat transfer in a duct, where it was referred to as
streamwise conduction.

The logarithmic plot of the ground level temperature Tmax as a
function of streamwise position for the case where the frame of
reference for the plume moves with the bottom wall is shown in
Fig. 4�b�. The decay of the ground level concentration is clearly
distinguished into two zones. Similar to the behavior of the puff,
as Pr increases, zone I is extended. The value of Tmax is found to
be dependent on the Pr and on the streamwise position. Based on
Bachelor’s prediction �44� that Tmax�1/x, Tmax for this case will
be estimated to be proportional to �Pr/x+�a and �Pr/x+�b in zones
I and II, respectively. Then the normalized temperature can be
calculated at any downstream location using the following corre-
lation:

Tmax =

A1 · B1�Pr

x+�a+b

A1�Pr

x+�a

+ B1�Pr

x+�b �8�

The values of A1, B1, a, and b are calculated with regression and
are reported in Table 1 for Pr=0.1–15,000.

The dispersion of a plume can be characterized by the plume
half-width, which is defined to be the distance from the wall at
which the temperature of the plume becomes half of its maximum.
The half-plume width for the plume formed between the two mov-
ing walls is shown in Fig. 5�a�. For low Pr, the dispersion is high,
the markers are quickly distributed across the channel, and the
half-plume width increases very fast. For high Pr, there are still a
lot of particles close to the wall; half the maximum temperature

lies very close to the wall. The half-plume width for the plume
that is seen relative to the bottom moving wall has a trend similar
to the trend seen in channel flow �Fig. 5�b��. For Pr=0.7 in chan-
nel flow, Poreh and Hsu �45� reported that 	y changes with x0.8,
based on experimental measurements. Later on, Fackerell and
Robins �46� found that 	y �x0.75, and other DNS/LST results by
Mitrovic and Papavassiliou �29� reported that 	y is proportional to
x0.72. The half-plume width, 	y, for Pr=0.7 in the Couette flow
configuration increases with x0.82, higher than what was found for

Fig. 4 Maximum temperature „concentration of markers… as
function of streamwise position for „a… original plume and „b…
plume relative to the velocity of the bottom moving wall

Table 1 Coefficients for the correlation that provides the
ground-level temperature downstream from a plume „Eq. „8……

Fig. 5 Half-plume width as a function of streamwise position
for „a… original plume and „b… plume relative to the velocity of
the bottom moving wall
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channel flow in both experiments and simulations, meaning that
the dispersion of a plume in Couette flow is faster than in channel
flow.

3.3 Prediction of Mean Temperature Profiles Across the
Couette Flow Channel. The mean temperature profile can be
synthesized using a series of continuous line sources covering one
�the bottom�, or two walls of the channel �both the top and the
bottom�. Heat flux added to the bottom wall can be simulated by
integrating P2 over the streamwise direction

T̄�y�  �
x=xo

xf

P2�x − xo,y
x�o�

= �
x=xo

xf

�
t=to

tf

P1�x − xo,y,t − to
x�o,to�, tf → 
 and xf → 


�9�

The mean temperature profile at distance �x1−xo� downstream
from a step change in heat flux from the wall, which occurs at xo,
can be described by

T̄�x1,y�  �
x=xo

x1

P2�x − xo,y
x�o�

= �
x=xo

x1

�
t=to

tf

P1�x − xo,y,t − to
x�o,to�, as tf → 
 �10�

�Note that, since the velocity field is fully developed when the
heat markers are released in the flow, only the thermal field is
under development.� The mean temperature for the case of heat
flux from both planes at a long distance �x1→
� downstream
from the step change in heat from the wall, therefore, can be
calculated using

T̄�y� = T̄�x1,y� + T̄�x1,2h − y� as x1 → 
 �11�
and assuming that the temperature is symmetric around the center-
plane �i.e., the plane y=h�.

In the conductive wall sublayer, the mean temperature profile is
expressed by T+=y+ Pr. Therefore, a linear extrapolation inside
this region was used to determine the slope of the mean tempera-
ture at the wall that can be used in Eq. �2� for the calculation of

the mean temperature in wall units. The bins used for the calcu-
lation of P4, and thus the slope �dT /dy+�w, were located within the
conductive sublayer region. Kader �3� suggested that the thickness
of the conductive sublayer y1

+ can be estimated by y1
+�12/Pr1/3

for Pr�1 and y1
+�2/Pr for Pr�1. The number of bins used for

the calculation of �dT /dy+�w is shown in Table 2. The number of
bins is varied so that the maximum ymax in wall units is equal to or
less than the value of y1

+ calculated by Kader’s suggestion to make
sure that the bins are within the conductive sublayer. These values
are also reported in Table 2.

The mean temperature profiles for all Pr fluids in the case of
heat flux applied to one channel wall are shown in Figs. 6�a� and
6�b�, and the mean temperature for heat flux from two channel
walls is shown in Fig. 6�c�. These temperature profiles were cal-
culated using a frame of reference that moves with the bottom
wall. All the quantities are in wall units. In the conductive sub-
layer, the dimensionless temperature follows the correlation T+

=y+ Pr, as expected. The temperature profile of low Pr fluids for
one heated wall is presented in Fig. 6�a�. The temperature profile
for Pr=0.7 is compared with the results provided in �26� showing
good agreement �note that the Re in �26� is different than the Re
of the present study—it is roughly three times smaller than the Re
used here�. As Pr increases, the temperature in the center of the
channel increases.

The logarithmic region for the velocity field in Couette flow is
more extended than the logarithmic region for plane channel flow,
because the whole Couette flow channel is a constant stress re-
gion. However, we can now compare the logarithmic region for
the temperature profile for channel and for Couette flow. The tem-
perature profile in the logarithmic region is given by T+=A ln y+

+B, where A depends on the flow field and B depends on the Pr
�26�. The coefficients A and B are shown in Figs. 7�a� and 7�b�,
respectively. The A coefficient is smaller in Couette flow than in
channel flow. It reaches almost a constant value for Pr10. In this
high Pr range, the conductive thermal sublayer is very thin close
to the wall and the distance from the wall at which the logarithmic
layer starts is short. For Poiseuille channel flow �using the data of
Mitrovic et al. �30��, the average coefficient A for high Pr �and,
thus, well-observable temperature logarithmic layers� is 4.21 with
a standard deviation of 0.42, and, for Couette flow, this value is
3.02 with a standard deviation of 0.17. For low Pr fluids, the
coefficients are lower. Liu �26� found A to be 2.63 and B to be 1.2

Table 2 Estimated conductive sublayer thickness at different Pr and bin size close to the wall
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for Pr=0.71 for Couette flow in which one wall was heated and
the other wall was cooled. Kasagi et al. �11� found A=2.78 for
Pr=0.7 in forced channel flow. For Pr=0.7 in the current work, A
is found to be 2.37 for Poiseuille flow and 1.35 for Couette flow.
If A depends on the flow field, B depends strongly on the Pr
number. A very small difference between the coefficients B for
Couette and Poiseuille flow is seen in Fig. 7�b�. The difference in
the B coefficients from Liu �26� might be due to the difference in
Re; h+=52.8 in �26� versus 150 in the present study.

The heat transfer coefficient, K+, can be calculated with Eq. �4�
using the average bulk temperature. The heat transfer coefficient

as a function of the streamwise position for all Pr fluids for the
case of one heated wall is shown in Fig. 8�a�, and a system of
reference that moves with the bottom heated wall. The results are
compared with the asymptotic solution for small x+ and high Pr
fluids that was derived theoretically by Son and Hanratty �47�

K+ = 0.81�x+�−1/3 Pr−2/3 �12�
Similar to the case reported for a Poiseuille channel flow in �30�,
the results agree with this solution for x+ /h+�10, corresponding
to the entry length of a scalar exchange region. As the heat mark-
ers travel downstream, the temperature across the channel be-
comes more uniform, and the heat transfer coefficients keep de-
creasing until they get to constant values, at which point the
temperature profiles are fully developed. It is also seen that as Pr
increases, the heat transfer coefficient decreases, indicating a bet-
ter mixing in lower Pr fluids.

The heat transfer coefficients for the case where heat flux is
applied to both channel walls are presented in Fig. 8�b� �specifi-
cally, the heat flux is applied to both walls at points x+0, and the
system of reference is stationary with respect to the center plane
of the channel�. The heat transfer coefficients start from lower
values than the values in Fig. 8�a� at the entry region. The reason
is that the marker plumes that compose the temperature profile
close to the point of step change in wall heat flux are dispersed
mainly in the negative x direction �see discussion about plumes in
Sec. 3.2�. As a result, the temperature profile, even at small dis-
tances downstream from the point of step change in heat flux, is
very close to a fully developed temperature profile, which corre-

Fig. 6 Mean temperature profile with a step change in the heat
flux applied to „a… one channel wall „PrÏ10…; „b… one channel
wall „PrÐ100…, and „c… two channel walls

Fig. 7 Mean temperature log-law coefficients for plane Cou-
ette flow and plane channel flow „the values for plane channel
flow are calculated from the data of Mitrovic et al. †30‡…: „a…
coefficient A, and „b… coefficient B with an inset for low Pr
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sponds to lower K+ �see, for example, the values of K+ at large
x+ /h+ in Fig. 8�a��. For higher Pr, the value of K+ does not change
much with x.

The heat transfer coefficients are mostly of interest at a well-
mixed state, very far downstream from the entry region, where
they stay constant. These coefficients are noted as K


+. Plots of K

+

as a function of Pr, for one heated wall and two heated walls, are
shown in Fig. 9. The fully developed heat transfer coefficient
decreases as Pr increases. The values can be fitted with a power

function according to Eq. �5�. The trend for heat flux applied at
only the bottom wall is shown in Fig. 9. The fully developed heat
transfer coefficient is estimated to be

Pr � 10: K

+ = 0.0634 Pr−0.532, R2 = 0.999 �13�

Pr  100: K

+ = 0.0997 Pr−0.690, R2 = 0.999 �14�

For a similar case in a Poiseuille channel flow, the power values
were found to be −0.510 and −0.690 �30�. This indicates a similar
dependence of the heat transfer coefficient on the Pr for Couette
flow and for plane channel flow at high Pr. However, the moving
wall helps to increase the fully developed heat transfer coeffi-
cients, since the preexponential coefficients are higher in both
cases for Couette flow.

For the case of heat flux applied at both walls, K+ is found to be

Pr � 10: K

+ = 0.0735 Pr−0.612, R2 = 0.999 �15�

Pr  100: K

+ = 0.103 Pr−0.693, R2 = 0.999 �16�

In general, heat transfer coefficients in the case of heat flux
applied at both channel walls are higher than those with heat flux
applied at one channel wall �this difference is more pronounced at
lower Pr—it can be within 4% for Pr100�. Similar to the case of
heat flux applied to one channel wall, the power values are the
same as in Poiseuille flow �30� and the preexponential coefficients
are higher in Couette flow. The interpretation of this observation is
that the mechanism of turbulent transport from the wall is the
same in both cases, i.e., only a part of the spectrum �the smaller
wave-numbers part� of the turbulent velocity field contributes to
turbulent transport from the wall and this part depends on the fluid
Pr �as Pr increases, a smaller part of the spectrum contributes, see
�29,48��. However, the turbulent velocity field is different in Cou-
ette and Poiseuille flow, with turbulence intensities being higher in
Couette flow, and this fact manifests itself as a larger preexponen-
tial factor.

The power values for high Pr in Eqs. �14� and �16� are close to
the values measured by Shaw and Hanratty �49�, who found K+

�Sc−0.704 from accurate experimental measurements for turbulent
mass transfer. However, the Pr dependence suggested by Eq. �14�,
i.e., K+�Pr−0.690, is different than other frequently used correla-
tions. For channel flow with two fixed planes, the heat transfer
coefficient for fully developed flow is usually reported with the
Deissler asymptotic correlation, K+�Pr−3/4, or with Sieder-Tate’s
prediction, K+�Pr−2/3 for high Pr, in textbooks like Bird et al.
�50� and Hinze �51�. It should be noted that several other research-
ers have also found differences from the Deissler and Sieder-Tate
predictions �52–54�.

In order to develop a predictive correlation for K+ over the
whole range of Pr, one can use a correlation similar to that for
Tmax �Eq. �8��. A regression analysis for K+ results in the follow-
ing equations:

�a� For heat flux applied to one channel wall

K

+ =

0.0233 Pr−1.222

0.255 Pr−0.532 + 0.0875 Pr−0.690

R2 = 0.991 �17�
�b� For heat flux applied to both channel walls

K

+ =

0.176 Pr−1.305

2.25 Pr−0.612 + 0.0784 Pr−0.693

R2 = 0.996 �18�

Generalized equations for heat transfer coefficients can also be
obtained by using the Churchill and Usagi method �55�. They
proposed the following generalized equation when the asymptotic
behavior of a function at two limits is known:

Fig. 8 Heat transfer coefficient as a function of the distance
downstream from a step change in heat flux applied to „a… one
channel wall, and „b… two channel walls

Fig. 9 Fully developed heat transfer coefficient as function of
Pr for one heated wall and two heated walls
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f�w�
f
�w�

= �1 + � fo�w�
f
�w�

�n�1/n

�19�

where f
�w� and fo�w� represent asymptotic expressions for large
and small values of w. Using this method, the heat transfer coef-
ficient correlation can be expressed as

K

+�Pr�

K

+�Pr  100�

= �1 + � K

+�Pr � 10�

K

+�Pr  100�

�n�1/n

�20�

where K

+�Pr�10� and K


+�Pr100� represent the asymptotic ex-
pressions for heat transfer coefficients for small Pr and large Pr.
For one heated wall, these two expressions are Eqs. �13� and �14�,
respectively. Combining these two expressions into Eq. �20� re-
sults in the following equation for one heated wall:

K

+�Pr�

0.0997 Pr−0.690 = �1 + � Pr

17.56
�n/6.33�1/n

�21�

The n value is fitted in order to achieve the best results. Fur-
thermore, the left-hand side of Eq. �21� should be unity for all
Pr100, since K


+ for this range of Pr is approximated by the
relations in the denominators. In order to satisfy this condition, the
exponent n should be negative with high absolute value. If we
assume the convenient exponent n=−6.33 for the one heated wall
case, then Eq. �21� becomes

K

+ =

0.0997 Pr−0.690

�1 + �17.56

Pr
��0.158

�22�

with R2=0.999.
This equation gives an excellent fit with the LST data. It is also

better than the correlation predicted using the method suggested
by Eq. �8� �i.e., Eq. �17��. Comparisons between the LST data and
the heat transfer coefficients calculated by Eqs. �17� and �22� are
shown in Fig. 10.

Similarly, for two heated walls, using Eqs. �15� and �16� for
small and large Pr numbers into Eq. �20� gives

K

+�Pr�

0.103 Pr−0.693 = �1 + � Pr

63.47
�n/12.3�1/n

�23�

Assuming the convenient exponent n=−12.3, the equation be-
comes

K

+ =

0.103 Pr−0.693

�1 + �63.47

Pr
��0.081

�24�

with R2=0.999.
The differences between LST data and calculations from Eqs.

�18� and �24� are also shown in Fig. 10. Both of these two meth-
ods agree well with the data, however the Churchill and Usagi
method gives better accuracy.

The Nusselt number ratio Nu/Nu
 with respect to the down-
stream distance x+ /h+ from a step change in heat flux from the
wall is also calculated and shown in Fig. 11. The ratio for low Pr
and high Pr for heat flux applied to only the bottom wall are
presented in Figs. 11�a� and 11�b�, respectively. The same behav-
ior is observed in the current work and in Poiseuille channel flow
�30�. For Pr�100, the ratio decreases as the Pr increases; and for
Pr100, the ratio increases as the Pr increases. Mitrovic et al.
�30� suggested that this behavior can be explained by the correla-
tions of K+ as a function of Pr. At small distance, i.e., in the entry
region, K+ is proportional to Pr−2/3 �Eq. �12� for small x+�. For
high Pr, at fully developed thermal layer �large x+� K+ is propor-
tional to Pr−0.690. Therefore, the Nusselt number ratio for high Pr
number fluids is

Nu�x+/h+�
Nu�x+/h+ → 
�

�
K+

K

+ �

�x+�−1/3 Pr−2/3

Pr−0.69 � �x+�−1/3 Pr0.023 �25�

Fig. 10 Comparison of the LST results for the fully developed
heat transfer coefficient with fitted correlations for one heated
wall and two heated walls

Fig. 11 Change of Nusselt number ratio with the distant down-
stream from a step change in heat flux applied to the bottom
channel wall: „a… low Pr runs „PrÏ10… and „b… high Pr runs
„PrÐ100…
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Initially, the ratio is higher for higher Pr numbers. As x+ in-
creases, the Pr effect is negligible and the ratio becomes indepen-
dent of Pr, and goes to 1. For low Pr number fluids, K+ is propor-
tional to Pr−0.532 for one heated wall. The Nusselt ratio, therefore,
will go with �x+�−1/3Pr−0.135, and is expected to decrease as the Pr
increases at the same location.

Even though this behavior is similar to that of Poiseuille flow,
the Nusselt number ratio goes to 1 faster in Couette flow than in
Poiseuille flow. For example, at x+ /h+=5 and Pr=0.7 the value of
Nu/Nu
 is 1.3 for Couette flow and 1.7 for Poiseuille flow �from
Mitrovic et al.�. For a higher Pr number, Pr=500, Nu/Nu
 is 1.1
and 1.3 for Couette and Poiseuille flow, respectively, at x+ /h+=5.

4 Conclusions
The present work used direct numerical simulation in conjunc-

tion with a Lagrangian method, a convenient tool to study turbu-
lent heat/mass transfer in a range of Pr. The effects of the velocity
boundary conditions on the mechanism of heat transfer through
the ground-level temperatures downstream from a continuous
source of heat markers and through the half-plume widths of the
plumes were observed. Together with prior investigation on the
dispersion of the puff, it is found that the Couette channel flow
leads to an increase to the rate of development of the thermal
plume, showing a better mixing compared to mixing in Poiseuille
channel flow.

Mean temperature profiles across the channel at fully developed
turbulence were also presented for an extensive range of Pr num-
bers. Heat flux was applied at one wall or at both channel walls.
Predictive correlations for the heat transfer coefficients K+ for the
case of heat transfer from one and two heated planes were deter-
mined. The heat transfer coefficients for Couette channel flow
show the same trend as for Poiseuille channel flow. The exponen-
tial values are the same or close to those in Poiseuille channel
flow, but the preexponential factors are higher.
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Nomenclature
A,B � constants in the logarithmic law for the mean

temperature
a,b � exponentials in the power law relation for the

ground level temperature �see Eq. �8��
A1,B1 � constants in the power law relationship for the

ground level temperature �see Eq. �8��
C1 � constant in the correlation between the Nusselt

number and the Prandtl and Reynolds numbers
�see Eq. �5��

Cp � specific heat at constant pressure �kJ/�Kg K�
D � diffusivity �m2/s�

fo�w� � asymptotic expression for small values of w
f
�w� � asymptotic expression for large values of w

h � half height of the channel
K � heat transfer coefficient �kW/ �m2 K��

K
 � heat transfer coefficient for a fully developed
thermal region �kW/ �m2 K��

k � thermal conductivity �W/�m K��
l* � friction length, l*=� /u*

n � constant in the generalized equation �see Eq.
�19��

Nu � Nusselt number, Nu=K+h+

Nu
 � Nusselt number for a fully developed thermal
region

p,q � constants that appear in the correlation be-
tween the Nusselt number and the Prandtl and
Reynolds numbers �see Eq. �5��

P1 � conditional probability for a marker to be at a
location �x ,y� at time t, given that it was re-
leased at a known time from a known location
at the wall

P2 � joint probability for a marker to be at a loca-
tion �x ,y�

Pr � Prandtl number, Pr=� /�
qw � heat flux from the wall �kW/m2�
R2 � coefficient of determination
Re � Reynolds number, Re=Uch /�
Sc � Schmidt number, Sc=� /D

V� � Lagrangian velocity vector of a marker �m/s�
T � temperature �K�

T* � friction temperature, T*=qw / ��Cpu
*�

T̄ � mean temperature �K�
t � time �s�

t* � friction time, t*= l* /u*

to � time instant of a marker released �s�
U � velocity �m/s�
U� � Eulerian velocity vector �m/s�
Ū � mean velocity �m/s�
u* � friction velocity, u*= ��w /��1/2�m/s�
V� � Lagrangian velocity vector �m/s�

x ,y ,z � streamwise, normal and spanwise coordinates
x1 � streamwise location

X ,Y � Lagrangian displacement of a marker from the
source in the x ,y directions

Xs � Lagrangian displacement of a marker from the
source in x directions in a stationary frame of
reference

X� � position vector of a marker
y1 � thickness of conductive wall sublayer

Greek symbols
� � thermal diffusivity
	y � plume half-width
�t � time step

�x ,�y � bin size in the x and y directions
� � temperature fluctuation

�x � periodic streamwise length
�z � periodic spanwise length
� � kinematic viscosity �m2/s�
� � trigonometric pi ��=3.14159. . . �
� � fluid density �kg/m3�
� � standard deviation
� � shear stress �Pa�

Superscripts and subscripts

� �¯ � ensemble average

� �� � vector quantity
� �+ � value made dimensionless with the wall

parameters
� �* � friction value
� �b � bulk value
� � f � value at the final time step of the simulation

� �max � maximum value
� �o � value at the instant of marker release
� �w � value at the wall of the channel
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Simultaneously developing three-dimensional laminar flow and heat transfer in the en-
trance region of trapezoidal channels have been investigated using numerical methods in
the Reynolds number range from 10 to 1000. The principal and secondary velocity fields,
the temperature field, and all associated heat and momentum exchange parameters have
been examined. The present results for the fully developed flow region of the channels
compare well with the available literature. In the entrance region, it is observed that the
axial velocity profiles develop overshoots near the walls and particularly at the channel
corners. It is shown that boundary-layer type of approximations, which lead to Reynolds-
number-independent Poiseuille and Nusselt numbers, can be used for Reynolds numbers
over 50 and after a few hydraulic diameters from the channel inlet. It is also shown that
hydrodynamic entrance lengths calculated with methods based on fully developed flow
data are grossly in error. New correlations are proposed for the entrance length, and for
the friction and heat transfer coefficients. �DOI: 10.1115/1.2130405�
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1 Introduction
Laminar flow and heat transfer in channels of arbitrary cross

section have received considerable attention over the years due to
their obvious practical importance. Shah and London �1� and Shah
and Bhatti �2� have provided comprehensive reviews of a large
number of these studies. In recent years, advances in manufactur-
ing technologies, coupled with a drive toward MEMS, have re-
newed interest in laminar flows in relatively short channels with
irregular cross sections. For short channels, the entrance region
where the velocity and temperature profiles undergo rapid trans-
formations from essentially uniform inlet profiles to fully devel-
oped parabolic profiles is of paramount importance. In the en-
trance region, an analytical solution of the problem is not feasible
due to the nonlinear inertia terms in the momentum equations.
Boundary-layer assumptions provide major simplifications and
have been used extensively. In one of the earliest studies, Schiller
�3� analyzed the hydrodynamic entrance region of a tube by radi-
ally patching the boundary layer velocity profile near the wall
with an inviscid core. Schlichting �4,5� obtained approximate so-
lutions using perturbation techniques and the idea of patching the
Blasius boundary layer solution with a perturbed fully developed
velocity profile in the axial direction. Both methods have received
subsequent refinements; see, for example, Schmidt and Zeldin �6�
for details.

An alternative approach in the analytical formulation of the
problem is the linearization of the inertia terms of the Navier-
Stokes equations. Assuming constant pressure over a given cross
section and neglecting axial diffusion, Langhaar �7� developed an
analytical solution for the entrance length of a circular duct. Simi-
larly, Han �8� obtained an analytical solution for the three-
dimensional �3D� flow in the entrance region of a rectangular
duct. Comparable methodology was employed by Lundgren et al.
�9� to predict the pressure drop in the entrance region of channels

of arbitrary cross section. In recent years, numerical methods have
been used extensively in the investigation of the hydrodynamic
entrance problem. Yet, in many cases the boundary-layer approxi-
mations have been applied to the governing equations to reduce
the computational effort �e.g., �10–13��.

Momentum and heat transfer processes in the entrance region
of noncircular channels are relatively complex and, surprisingly,
have not been studied in depth despite their importance to some
practical engineering devices. For example, short channels with a
variety of trapezoidal cross sections are commonly encountered in
modern compact heat exchangers. Mini- and microfluidic devices,
such as sensors, actuators, pumps, etc., all involve transport phe-
nomena in short channels with relatively complex geometries.

In the present work, the focus is on trapezoidal channels �Fig.
1�. Fully developed laminar flows in trapezoidal ducts were ana-
lyzed in considerable detail by Shah �14�. A discrete least square
method was employed to develop series solutions for the velocity
and temperature fields. Friction factors and Nusselt numbers for
different side angles and aspect ratios were calculated. More re-
cently, Flockhart and Dhariwal �15� used the same technique
along with an experimental investigation to study pressure drop in
microscale trapezoidal ducts with hydraulic diameters of
50–120 �m. The microchannels were fabricated by an etching
technique resulting in trapezoidal cross sections with side angles
of �=54.74 deg �silicon substrate�. It was concluded that a for-
mulation based on the conventional no-slip boundary conditions
�no velocity slip, no temperature jump� adequately predicts the
experimentally observed flow characteristics. Sadasivam et al.
�16� also considered laminar fully developed flows through single-
and double-trapezoidal �hexagonal� channels using a finite-
difference method. Solutions for the velocity and temperature
fields were obtained for a wide range of duct aspect ratios and side
angles. Recently, Morini �17� numerically analyzed fully devel-
oped flows in rectangular and trapezoidal microchannels. How-
ever, for the latter, only one side angle ��=54.74 deg� was con-
sidered. The calculated friction coefficients for a wide range of
channel aspect ratios are shown to agree well with available data.
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The literature discussed thus far addresses thermally and hydro-
dynamically fully developed laminar flows. Under these condi-
tions, the governing equations basically reduce to two Poisson
equations, where, in many cases, analytical solutions can be
found. However, much less information is available for develop-
ing flows. Lawal and Mujumdar �18,19�. studied the 3D laminar
incompressible flow of a power-law fluid in ducts. They neglected
molecular diffusion in the principal flow direction and decoupled
the transverse and longitudinal pressure gradients. A variation of
Patankar and Spalding’s �20� marching procedure �as proposed by
Briley �21� for this type of parabolic problems� was adopted to
predict the heat transfer coefficient and pressure drop in square,
trapezoidal, and pentagonal ducts. Asako and Faghri �11� and
Asako et al. �12� also employed the numerical scheme of Patankar
and Spalding �20� together with a coordinate transformation to
map the irregular cross section onto a rectangular domain to study
the entrance region of polygonal and rhombic ducts. Friction and
heat transfer coefficients were obtained for boundary conditions of
uniform heat flux and uniform temperature at the walls.

Farhanieh and Sunden �22� numerically studied the problem of
simultaneously developing fluid flow and heat transfer in the en-
trance region of trapezoidal ducts. A finite volume formulation
was used, and calculations were carried out with a uniform wall
temperature for several channel aspect ratios and side angles. The
secondary flow development, and the axial variation of the friction
and heat transfer coefficients were examined in detail. However,
the axial development of the flow field with its distinct overshoot
feature was not addressed. One of the interesting features of the
flow development from a uniform inlet velocity profile is the
emergence of overshoots in the axial velocity profile such that the
maximum local velocity occurs near the walls as opposed to the
channel core. This effect is a function of Reynolds number and
becomes more pronounced at higher Re. Furthermore, the effects
of Reynolds number on the key flow parameters were not studied.
It should be noted that the flow development becomes indepen-
dent of Reynolds number only when boundary-layer type of ap-
proximations are adopted �axial diffusion and cross-flow pressure
gradients ignored�. Finally, no information regarding the entrance
length was provided.

In the present work, the momentum and energy equations for
3D laminar flows in the entrance region of trapezoidal channels
are solved using a control-volume-based numerical method in the
Reynolds number range from 10 to 1000. Different channel side
angles and aspect ratios are considered, and the results are dis-
cussed in detail. Practical engineering correlations for the entrance
length, friction factor, and heat transfer coefficient are also pro-
vided. It is worth emphasizing that, in the present study, molecular
diffusion of heat and momentum in the principal flow direction
are included in the analysis. As indicated earlier, a parabolic treat-
ment for the governing equations has been common practice to
simplify the computational process, and therefore, most of the
available literature is restricted to high Reynolds number flows.

Performing calculations to obtain an estimate of the compromis-
ing accuracy associated with such an approximation is of its own
value and interest.

2 Problem Formulation
The coordinate system and basic geometric variables that de-

scribe a trapezoidal channel are shown in Fig. 1. The aspect ratio
and the side angle are denoted by �=h /2a and �, respectively,
where h is the channel height and a is the half-length of the top
wall. The principal flow is in the z direction, and since the flow
field is symmetric with respect to the x-z plane, solution is re-
quired only for half of the cross-sectional area. The laminar
constant-property viscous flow under study is governed by the
usual continuity, momentum, and energy equations as follows:

�� ·V� = 0 �1�

�
DV�

Dt
= − �p + ��2V� �2�

�cp
DT

Dt
= k�2T �3�

where V� is the velocity vector, T is temperature, � is density, p is
pressure, � is dynamic viscosity, cp is specific heat, and k is
thermal conductivity.

Inflow boundary conditions correspond to a uniform flat veloc-
ity profile such that u=v=0, and w=Wi, with a uniform inlet
temperature T=Ti. For outflow, zero gradients along the axial flow
direction are applied to all variables, �f /�z=0, where f
=u ,v ,w ,T. The channel walls are uniformly at a temperature of
Tw, where the flow satisfies the no-slip boundary condition, u=v
=w=0. Since the problem under study is considered as a mass-
driven flow, the pressure is set equal to zero at the outlet, while
zero gradients are assigned at all other boundaries including the
inlet.

The Reynolds number Re=�WiDh /� is based on the uniform
inlet velocity and the hydraulic diameter Dh defined as four times
the cross-sectional flow area over the wetted perimeter. It is also
specified that Pr=k /cp�=1, where Pr is the Prandtl number.

3 Solution Method
The numerical methodology is based on a transformation of the

governing equations into a generalized nonorthogonal coordinate
system. The equations are solved using a projectionlike method
originated by Chorin �23� and developed further by Dwyer �24�
and the authors. The velocity components are first calculated from
the momentum equations using an alternating-direction predictor-
corrector scheme based on the pressure field at the previous time
step. Then the pressure correction is calculated from an equation
designed to satisfy conservation of mass directly. This pressure
correction equation is a Poisson-type equation solved with a
matrix-free and preconditioned version of GMRES �generalized
minimal residual� algorithm �25�. This method is capable of en-
hancing the convergence rate of the Poisson solver as compared to
the traditional successive-overrelaxation solvers. Typical slow
convergence of the pressure fields in duct flows is largely caused
by the high aspect ratios of the computational cells that result
from the flow geometry.

Further enhancement in convergence rate of the solution proce-
dure can be achieved by implementing a pressure correction based
on the average velocity defect �w� at each cross section of the

channel such that �w�=W̄−Wi, where W̄ is the average velocity at
a given cross section and Wi is the average inlet velocity. Assum-
ing that the local velocity defect is associated with a pressure
defect, the following equation can be formed:

Fig. 1 Flow geometry and the coordinate system
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�
�w�

�t
= −

�p�

�z
�4�

Thus, the pressure field is updated with the above correction, and
the momentum equations are solved again with the new pressure
field. This procedure dramatically improves the computational ef-
ficiency �26�.

Figure 2 shows a typical grid distribution used in the present
work. The grid points are clustered near the channel walls and in
the entrance region where large gradients exist. The effect of grid
resolution on numerical accuracy was studied by performing com-
putations at Re=100 for a channel with �=45 deg, and the results
are given in Table 1 and Fig. 3. Table 1 shows that the variation in
the fully developed friction factor is �1% for the last three grids,
and Fig. 3 shows that a grid density of 121 provides satisfactory
resolution in the axial direction. Therefore, a mesh size of 51
�51�121 �x ,y ,z� was chosen with an expansion ratio of 1.06 in
all directions. However, the grid density in the y direction was

increased to 61 with an expansion ratio of 1.07 for �=2 to main-
tain the accuracy. For a given geometry, the axial extent of the
computation domain was set to a minimum of twice the entrance
length estimated based on the prevailing Re, which ensures that
fully developed conditions are reached well before the channel
exit.

Extensive code validation studies have been conducted for
benchmark flows through circular and rectangular ducts. Because
of space limitations, only two examples are presented here. Figure
4 shows a comparison of pressure drop and centerline velocity
with data from Shah and London �1� for pipe flow. The results
show reasonably good agreement. The small discrepancy between
the velocity results close to the inlet can be attributed to the fact
that their data are based on some linearization in the numerical
scheme, which prevents the solution from predicting the velocity
overshoots near the pipe wall. Such velocity overshoots close to
the wall lead to lower velocities in the central region due to con-
servation of mass.

Figure 5 compares the calculated pressure drop in the main flow
direction of a square duct with the experimental results of Beavers
et al. �27�. The experimental data are provided for Reynolds num-
bers in the range 651�Re�1858. Present calculation at Re
=1500 shows a reasonably good agreement with the experimental
data. The numerical results of Han �8�, and Wiginton and Dalton
�28� are also included in the same figure for comparison. Further-
more, in Tables 2 and 3, different flow parameters and heat trans-
fer rates for fully developed flow in trapezoidal ducts with various
side angles and aspect ratios are compared to those of Shah and
London �1�. The overall agreement is found to be very satisfac-
tory, such that the differences are typically �1.5%.

Fig. 2 Grid distribution in the xy plane

Table 1 Grid size effect on fully developed Pofd= „fRe…fd at dif-
ferent aspect ratios for trapezoidal duct with �=45 deg

Fig. 3 Axial grid resolution

Fig. 4 Centerline velocity and pressure drop in pipe flow

Fig. 5 Axial pressure distribution in a square duct
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4 Results and Discussion
It is beneficial to start with the global features of the flow de-

velopment in the entrance region by considering the velocity
fields at different axial locations along the channel. In the fully
developed region, nonaxial velocity components are zero and
pressure is uniform over a given cross section. However, in the
entrance region, the flow is three-dimensional with a nonuniform
pressure field at each cross section. Figures 6�a�–6�c� show the
velocity vectors and pressure contours at three axial planes �z+

=5.21�10−5 ,6.83�10−4 ,1.50�10−3� in a trapezoidal channel
with �=30 deg and �=1 at a Reynolds number of 100. The non-
dimensional axial length is defined as z+=z / �DhRe�, and �Wi

2 /2 is
used to normalize the pressure.

In Fig. 6�a�, which is very close to the inlet, a strong secondary
flow has formed toward the core of the channel. This flow is the
result of large pressure gradients that develop near the walls be-
cause of the no-slip boundary condition coupled with the pre-
scribed uniform inlet velocity profile. Note that pressure is maxi-
mum locally just inside the acute side angle �. Farther
downstream �Fig. 6�b��, the flow is more developed in the core of
the channel; however, there are still large pressure gradients near
the walls. The flow field shown in Fig. 6�c� is at a plane closer to
the fully developed region as evidenced by the much weaker pres-
sure variation over the cross section: �p=pmax−pmin=3 as com-
pared to �p=21 in Fig. 6�a�.

Strong pressure gradients that exist near the walls not only
force the flow toward the core of the channel but also push the
fluid near the walls in the axial direction. As shown in Fig. 7, this
process causes the maximum velocities to be found near the walls
rather than the channel core as would normally be expected. These
unexpected velocity overshoots have been observed by other re-
searchers as well �e.g., �1,29��. It should be noted that, in order to
capture this phenomenon, it is necessary to include both the axial

diffusion and transverse pressure gradients in the analysis. The
velocity profiles in Fig. 7 appear to be symmetric with respect to
the centerline of the cross section; however, for flows in channels
with higher aspect ratios or larger side angles, asymmetry is
clearer.

Velocity overshoots are more pronounced near the corners of
channels because the pressure gradients are the highest at these
locations. For example, in a trapezoidal duct, the region of the
acute side angle contains the strongest overshoot, as clearly seen
in Fig. 8. In this figure, the 3D axial velocity profiles at four axial
locations are shown for the same geometry and Re as those in
Figs. 5 and 6. The velocity contours in Figs. 8�a�–8�c� show

Table 2 Comparison of fully developed flow parameters for trapezoidal channels at different
aspect ratios and side angles with Shah and London †1‡

Table 3 Comparison of the fully developed Nu at different as-
pect ratios and side angle �=90 deg.

Fig. 6 Velocity vectors and pressure contours in the xy plane
at three axial locations: „a… z+=5.21Ã10−5, „b… z+=6.83Ã10−4,
and „c… z+=1.50Ã10−3
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clearly that the highest axial velocities are located in the side-
angle region. The slight reduction in axial velocity in the core of
the channel, observed in Fig. 8�a� very close to the inlet, is simply
due to conservation of mass. Another feature of the velocity pro-
files in Figs. 8�a� and 8�b� is the presence of very large velocity
gradients near the walls, resulting in correspondingly large friction
coefficients early in the entrance region. Figure 8�d� shows the
fully developed velocity profile. Very low velocities and gradients
in the acute angle region are the notable features in this figure.

Channels with other aspect ratios and side angles develop simi-
lar flow patterns in the entrance region. Even in the limiting case
of rectangular cross sections as the side angle becomes 90 deg, the
maximum velocities occur in the corner regions. An example is
given in Fig. 9 for a square duct.

In the following, the effects of � and � on the flow patterns and
on the key engineering parameters �friction factor and heat trans-
fer coefficient� will be discussed. Furthermore, axial variations of
flow parameters, such as the momentum rate and kinetic energy
�both closely associated with the flow development in the entrance
region�, are examined. Four side angles ��=30,45,60,90 deg�
and three aspect ratios ��=0.5,1 ,2� will be considered. The Rey-
nolds number associated with all cases discussed in this section is
100. The effects of Re on the flow features will be discussed later.

One of the key parameters of interest in the entrance region is
the pressure drop in the principal flow direction. The present
analysis indicates pressure variations in both the axial and the
transverse directions in the entrance region. The transverse pres-
sure distribution is a function of axial location and Reynolds num-
ber. As the flow approaches the fully developed region, the pres-
sure variations in the transverse direction diminish and a uniform
pressure over a given cross section is attained for all Reynolds
numbers. Because of the presence of transverse pressure varia-
tions in the entrance region, a local mean pressure p̄ is defined as

p̄ = � pidAi/A �5�

where pi is the local pressure at each point on the cross-sectional
plane, dAi is the area of the associated control volume face, and A
is the cross-sectional area of the channel. The nondimensional
pressure drop along the channel is traditionally expressed in the
form of an apparent friction factor defined as

�p̄

�Wi
2/2

=
4z

Dh
fapp = 4z+fappRe = 4z+Poapp �6�

where �p̄ indicates the pressure drop from the entrance, that is
from z=0, and Po is the Poiseuille number.

In Fig. 10, the variation of fappRe is shown at Re=100 for a
trapezoidal channel with �=45 deg and three different aspect ra-

tios. For the case with �=1, the circumferentially averaged local
skin friction factor fRe=Re�w / ��Wi

2 /2� is also included for com-
parison. Unlike the fully developed region where the pressure
drop is only due to the friction at the wall, in the developing
region the change in momentum rate accounts for a major part of
the pressure drop, as clearly seen in Fig. 10. Obviously, the ap-
parent friction factor approaches the skin friction factor as the
flow becomes fully developed. Figure 10 also shows that decreas-
ing the aspect ratio from 2 to 1 has a minor effect on the �fRe� fd,
but decreasing � further to 0.5 results in an increase of about 12%
in �fRe� fd. This can be explained by considering the fact that, for

Fig. 7 Axial velocity profiles along the y=0 plane

Fig. 8 Three-dimensional velocity profiles at four axial loca-
tions: „a… z+=4.39Ã10−4, „b… z+=2.18Ã10−3, „c… z+=8.91Ã10−3,
and „d… z+=5.26Ã10−1
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a given �, the hydraulic diameter increases significantly with in-
creasing aspect ratio, as shown in Fig. 11. At a given Re, this leads
to a higher inlet velocity in a channel with lower aspect ratio and,
therefore, higher friction factor.

In Fig. 12, the variation of the apparent friction factor along
channels having the same aspect ratio ��=1� but different side
angles is shown. It appears that the apparent friction factor is a
weak function of � for side angles 	45 deg. However, at lower
side angles, friction is higher in the region closer to the channel
inlet but lower in the fully developed region. For clarity, consider
a comparison of the �=30 deg and �=90 deg cases. As discussed
earlier in relation to Fig. 8, near the channel inlet, the maximum
axial velocity is located within the side-angle region �Figs. 8�a�
and 8�b��. The pressure drop required to transform this velocity
profile to a fully developed one �Fig. 8�d�� is higher than that for
a channel with �=90 deg, where the velocity profile undergoes a
smoother evolution. However, the fully developed value of the
friction factor for �=30 deg is lower due to a higher Dh as ex-
plained before �Fig. 11�.

Momentum rate and kinetic energy are also of importance in
the entrance region since they are both closely related to the de-

velopment of the flow field. The momentum rate in the main flow
direction is given by Kd�Wi

2A, where Kd�z� is a momentum flux
correction factor defined as �1�

Kd =
1

A�
A

�w/Wi�2dA �7�

Similarly, the kinetic energy of the fluid in the main flow direction
is given by Ke�Wi

3A /2, where Ke�z� is a kinetic energy correction
factor defined as

Fig. 10 Variation of apparent friction factor along the axial di-
rection for different aspect ratios

Fig. 11 Variation of hydraulic diameter „arbitrary units… with
channel aspect ratio and side angle

Fig. 9 Velocity contours for a square channel at two axial lo-
cations: „a… entrance region z+=2.52Ã10−3 and „b… fully devel-
oped region z+=6.07Ã10−1

Fig. 12 Variation of apparent friction factor in the flow direc-
tion for different side angles
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Ke =
1

A�
A

�w/Wi�3dA �8�

Figure 13 shows the variations of Kd�z� and Ke�z� at Re=100 for
a channel with �=1 and different side angles �. For a uniform
inlet velocity profile, Kd and Ke are expected to increase mono-
tonically from unity at z=0 to their asymptotic values, Kd�
� and
Ke�
�, in the fully developed region. The asymptotic trend ob-
served in this figure is consistent with the fact that maximum
velocities increase with decreasing � at a fixed channel aspect
ratio �see Table 2�. However, near the inlet, this trend is reversed.
As it is apparent from Eqs. �7� and �8�, the deviations in Kd and Ke
from unity are dependent on the amount of flow area over which
w /Wi	1, and near the inlet, higher velocities are found close to
the walls and particularly in the side angle region.

Figure 14 shows the variations of the Kd�z� and Ke�z� in the
flow direction for a given side angle, �=45 deg, while the aspect
ratio is varied. In the fully developed region, Table 2 shows that
the maximum velocity increases as the aspect ratio increases, and
therefore, it is expected that the asymptotic values of Kd and Ke
follow the same trend. However, Kd and Ke in the inlet region are
not noticeably affected by aspect ratio changes because, near the
inlet, the velocity profile development is only weakly dependent
on �.

An approximate analytical method has been developed by Shah
and London �1� to determine the incremental pressure drop in the
fully developed region, K�
�, for ducts of arbitrary cross section
using Kd�
� and Ke�
� such that

K�
� = 2�Ke�
� − Kd�
�� �9�
For long ducts, total pressure drop can then be estimated based on
the knowledge of fully developed friction factor and K�
� using

Po − PL

�Wi
2/2

= �fRe� fd

4L

DhRe
+ K�
� �10�

where Po is the inlet pressure and PL is the pressure at a distance
L from the inlet. In Table 2, the calculated K�
� are listed for
different aspect ratios and side angles, which show good agree-
ment with the results of Shah and London �1�.

4.1 Thermal Entrance Region. Simlar to velocity, nondi-
mensional fluid temperature, �= �Tw−T� / �Tw−Tm�, undergoes a
continuous variation from the prescribed uniform inlet value �
=1 to a fully developed profile such that �� /�z=0. Here, Tw is the
specified constant wall temperature, and Tm�z� is the mean fluid
temperature. Figures 15�a�–15�d� show the 3D temprature con-
tours at four different axial locations corresponding to the velocity
profiles in Figs. 8�a�–8�d�. Each figure identifies ten isotherms
uniformly distributed between the minimum temperature at the
wall and the maximum temperature at that location.

Similar to the velocity profile, close to the inlet at z+=4.39
�10−4 in Fig. 15�a�, the temperature profile also shows strong
gradients near the walls, whereas the central region of the cross
section is almost unaffected by the wall temperature. Obviously,
unlike the velocity profile, which develops overshoots near the
walls and especially within the side angle area �see Fig. 8�a��,
overshoots cannot appear in the temperature profile. Under the
assumption of constant wall temperature, �Tw	Ti�, and negligible
viscous dissipation, heat can only diffuse from the wall toward the
center of each cross section with the maximum temperature at the
wall. Clearly, velocity overshoots near the walls close to the inlet
lead to the higher temperature gradients near the walls. In Fig.
15�b� at the axial location z+=2.18�10−3, the temperature around
the central region is nearly uniform, yet, higher than that in Fig.
15�a�, with still high temperature gradients close to the wall re-
gions all around the cross section. Closer to the fully developed
region at the axial location of z+=8.91�10−3 in Fig. 14�c�, the
temperature profile varies smoothly from �=0 at the wall to its
maximum of about �=1.42 in the core. In the fully developed
region in Fig. 15�d�, the uniform wall temperature extends around
the side angle areas and the temperature gradients have moved to
the central part of the cross section as compared to the tempera-
ture profiles closer to the inlet �Figs. 15�a� and 15�b��. This rather
large area of almost zero temperature gradient around each side
angle accounts for the major reduction in the heat transfer rate for
this geometry as compared to the heat transfer rates for larger side
angles, where the temperature gradients extend more into the side
angle regions.

Despite the constant wall temperature, the heat transfer rate is

Fig. 13 Variations of the momentum flux and kinetic energy
correction factors along the axial flow direction for different
side angles

Fig. 14 Variations of the momentum flux and kinetic energy
correction factors along the axial flow direction for different
aspect ratios
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neither peripherally nor axially constant in the entrance region.
The circumferentially averaged local heat transfer coefficient or
the local Nusselt number is defined as

Nuz =
hzDh

k
=

Dh���T/�n�w�z

Tw − Tm
�11�

where ��T /�n�w is the peripherally averaged temperature gradient
at the wall at any axial location, and Tm�z� is the mean fluid
temperature defined as

Tm =
1

AWi
�

A

TV� ·n�dA �12�

In the present work, Pr=1 in all cases considered, and there-
fore, the nondimensional axial length zT

+=z / �DhRePr� or the recip-
rocal Graetz number �commonly encountered in problems of this
type� is the same as z+ defined earlier.

The variations in the heat transfer rate along the main flow
direction for channels with three different aspect ratios are shown
in Figs. 16�a�–16�c� for various side angles. It is interesting to
note that close to the inlet where strong temperature gradients
develop very close to the wall �see Figs. 15�a� and 15�b��, the
Nusselt number is almost independent of �. However, as the fully
developed region is approached and the temperature profile devel-
ops throughout the cross section, the geometry plays an important
role on the heat transfer rates. In this region, the effect of the side
angle on Nu is particularly strong, such that increasing � for a
given aspect ratio leads to substantial increases in Nu. On the
other hand, heat transfer rates decrease with increasing aspect
ratio at fixed �.

Fig. 15 Three-dimensional temperature profiles at four axial
locations: „a… z+=4.39Ã10−4, „b… z+=2.18Ã10−3, „c… z+=8.91
Ã10−3, and „d… z+=5.26Ã10−1

Fig. 16 Variation of Nusselt number in the main flow direction
for different side angles and three aspect ratios: „a… �=0.5, „b…
�=1, and „c… �=2
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Since the geometry of the channel is the same for �=0.5 and
�=2 when �=90 deg, the corresponding axial variations in Nu
are the same in Figs. 16�a� and 16�c�. Therefore, their comparison
to those of other side angles presents a measure of the reduction in
the heat transfer rates due to an increase in aspect ratio. In addi-
tion, comparison of isotherms at different aspect ratios can pro-
vide some insight about its effects on the heat transfer rates. Fig-
ures 17�a�–17�c� show a set of identical isotherms in a cross
section located at z+=0.01 for �=45 deg with three different as-
pect ratios. Clearly, the temperature gradients next to to the chan-
nel walls are stronger for cross sections with smaller aspect ratios.
Also, note that the region in the vicinity of the side angle is very
poor in heat transfer due to the presence of weak temperature
gradients. For a given aspect ratio, this region extends in size as
the side angle is reduced and causes substantial reductions in heat
transfer as indicated earlier in Fig. 15�d�.

In Table 3, the fully developed values Nu for rectangular ducts
are compared to published results �1,33� for different �, and good
agreement is observed.

4.2 Effects of Reynolds Number. In developing channel
flows, the apparent friction factor is a function of duct geometry,
boundary conditions, Reynolds number, and axial position. For
heat transfer, the Prandtl number of the fluid also plays an impor-
tant role. However, the present work is limited to Pr=1, which is

appropriate for gases. It should be noted that the flow develop-
ment becomes independent of the Reynolds number if boundary-
layer type of assumptions �axial diffusion and cross flow pressure
gradients ignored� are adopted, which was done in most of the
prior studies of the current problem.

Figures 18 and 19 show the axial variations of Po= fappRe and
Nu as a function of Re for a trapezoidal channel with �=1 and
�=45 deg. Clearly, the values of Po and Nu in the entrance region
are much larger than those in the fully developed region, which
highlights the critical importance of the entrance region in deter-
mining the fluid flow and heat transfer characteristics of short
channels found in many modern miniaturized devices. Figures 18
and 19 indicate that close to the inlet where the axial gradients are
considerable, the effects of Re cannot be ignored. As expected, the
effects of Re extend to higher axial positions at lower Re as axial
diffusion gains more weight. These figures also show that the
effects of Re become small only for z+ over 0.05 and Re over 50,
approximately. Although not shown here, similar trends are ob-
served in other channel geometries.

4.3 The Entrance Length. Starting with a uniform velocity
profile at the channel inlet, the hydrodynamic entrance length L is
defined as the axial location where maximum velocity attains 99%
of its fully developed value. In one of the earlier studies, McCo-
mas �30� developed the following entrance length correlation,
which employs data associated with the fully developed region
such that

L+ =
L

DhRe
=

�Wmax/Wi�2 − 1 − K�
�
4�fRe� fd

�13�

In Table 4, L+ values for trapezoidal ducts with different aspect
ratios and side angles are given for Re=100. Entrance lengths

Fig. 17 Isotherms for various aspect ratios at axial location
z+=1Ã10−2 for flow at Re=100 and �=45 deg: „a… �=0.5, „b… �
=1, and „c… �=2

Fig. 18 Axial variation of the apparent friction factor with Rey-
nolds number

Fig. 19 Axial variation of Nusselt number with Reynolds
number
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calculated using Eq. �13� are also tabulated, which are almost
identical with the results provided by Shah �14� using the same
correlation. It is seen that in all cases, L+ predictions based on the
McComas correlation are about three times smaller than the val-
ues obtained in the present work. It should also be noted that this
correlation does not yield accurate results for rectangular ducts
either. For example, L+=0.0255 calculated by Shah �14� using Eq.
�13� for a rectangular duct with �=0.5 is much smaller than L+

=0.085 calculated by Wiginton and Dalton �31� and also in the
present work �see Table 4�. Clearly, the McComas correlation is
highly inaccurate and should not be used for entrance-length
determination.

Present data in Table 4 indicates that the entrance length is a
relatively weak function of the aspect ratio for a specified side
angle �. However, for a given aspect ratio, the entrance length
increases substantially with decreasing � because vorticity gener-
ated at the walls must then spread into a larger flow area before
fully developed conditions can be attained.

In Table 5, the effects of Re on the entrance length are shown
for a duct with �=1 and �=45 deg. As expected, the entrance
length increases substantially with increasing Reynolds number
from L�1.7Dh at Re=10 to 11Dh at Re=100, and 55Dh at Re
=500. However, consistent with the results of the previous sec-
tion, the L+ approaches essentially a constant value as Re in-
creases beyond 100.

5 Correlations
For fully developed flows, the friction and heat transfer coeffi-

cients are functions of the duct geometry and Reynolds number.
The present correlation for the friction factor, Eq. �14�, is
developed based on available data for sides angles �
=30,45,60,90 deg and covers the full range of aspect ratios rang-
ing from �=0 for parallel plates to �→
 for ducts with triangular
cross sections. Data for geometries not considered in the present
study are taken from Shah and London �1�. Equation �14� predicts
available data within ±3% as shown in Fig. 20.

�fRe� fd = 13.9�90°

�
	−0.07

+ 10.4 exp
− 3.25��90°

�
	0.23�

�14�

Concerning the aspect ratio �, it should be noted that flows in
rectangular ducts ��=90 deg� are invariant to a 90 deg rotation of
the cross section; that is, a channel with the reciprocal aspect ratio
has exactly the same flow features. This ambiguity is overcome
simply by defining � as the ratio of the short side to the long side
of the duct, and thus, the aspect ratio �for rectangular channels
only� always remains in the range 0���1.

In heat transfer, the Reynolds number dependence is more pro-
nounced at low Re, where axial conduction in the fluid cannot be
readily ignored. The relative importance of axial conduction was
examined by Pahor and Strnad �32� for flow between parallel
plates with constant wall temperatures. They showed that axial
conduction increases the heat transfer coefficient such that Nu
→8.117 for Pe1, which represents a significant increase as com-
pared to the other asymptotic limit of Nu=7.541 for high Pe
flows. This effect has been incorporated into the proposed heat
transfer correlation given below for the range 0.1�Re�1000.
Available heat transfers data for the same side angles and aspect
ratios as those of Eq. �14� are correlated with Eq. �15� within ±8%
as shown in Fig. 21.

�Nu� fd = 
2.87�90°

�
	−0.26

+ 4.8 exp�− 3.9��90°

�
	0.21	�G

�15�

G = �1 + 0.075�1 + ��exp�− 0.45Re�� �16�
Finally, the entrance lengths calculated in the present study are

correlated with Eq. �17� as shown in Fig. 22. With this correlation,
data for the same side angles as above but for a limited range of
aspect ratios �0.5���2� are predicted within ±15% for 10
�Re�1000

L

Dh
= 
0.085Re +

0.8

Re0.3�
�90°

�
	0.6���1 + ��−0.24� �17�

6 Conclusions
Simultaneously developing 3D laminar flow and heat transfer in

the entrance region of trapezoidal channels have been studied for
10�Re�1000 and Pr=1. Because of the existence of high shear

Table 4 Variation of the entrance length L+, for trapezoidal
ducts with different aspect ratios and side angles at Re=100

Table 5 Variation of the entrance length L+, for a trapezoidal
duct with �=1 and �=45 deg as a function of Re

Fig. 20 Comparison of available data to the proposed friction
coefficient correlation
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and heat transfer rates, the entrance region is particularly impor-
tant for short channels. One of the interesting features of the flow
development from a uniform profile at the inlet is the emergence
of velocity overshoots, such that maximum axial velocities appear
near the walls and especially in the corners as opposed to the
channel core, which become more pronounced with decreasing
side angle �. Viscous dissipation has been ignored in the present
work, and the walls are maintained at constant temperature; there-
fore, similar overshoots cannot develop in the temperature pro-
files.

Boundary-layer-type approximations are not valid close to the
inlet. However, for Reynolds numbers over 50, and several hy-
draulic diameters away from the inlet, the behavior of the key
flow parameters, such as the Poiseuille and Nusselt numbers, be-
come practically independent of Re, which indicates that diffusion
in the axial direction can be ignored.

Hydrodynamic entrance length is a function of both Re and
geometry. For a trapezoidal cross section, the geometric effects

are such that larger aspect ratios or smaller side angles both result
in longer distances from the walls to the core of the channel.
Therefore, the vorticity diffusion time is increased, which leads to
longer entrance lengths. Furthermore, approximate methods based
on data associated with the fully developed region of the channel
fail to predict the entrance length properly for trapezoidal ducts.

Based on the present solutions of the full 3D governing equa-
tions, new engineering correlations are proposed for the entrance
length, as well as the friction and heat transfer coefficients for
trapezoidal channels.
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Thermal Conductivity
Measurements of Ultra-Thin
Single Crystal Silicon Layers
Self-heating in deep submicron transistors (e.g., silicon-on-insulator and strained-Si) and
thermal engineering of many nanoscale devices such as nanocalorimeters and high-
density thermomechanical data storage are strongly influenced by thermal conduction in
ultra-thin silicon layers. The lateral thermal conductivity of single-crystal silicon layers
of thicknesses 20 and 100 nm at temperatures between 30 and 450 K are measured using
joule heating and electrical-resistance thermometry in suspended microfabricated struc-
tures. In general, a large reduction in thermal conductivity resulting from phonon-
boundary scattering is observed. Thermal conductivity of the 20 nm thick silicon layer at
room temperature is nearly 22 W m−1 K−1, compared to the bulk value, 148 W m−1 K−1.
The predictions of the classical thermal conductivity theory that accounts for the reduced
phonon mean free paths based on a solution of the Boltzmann transport equation along
a layer agrees well with the experimental results. �DOI: 10.1115/1.2130403�

Keywords: phonon rransport, silicon, heat transfer, measurement techniques, nanoscale,
ultra-thin films

1 Introduction
Ultra-thin single-crystal silicon layers have been extensively

used in the past decade for microfabrication of sensors, actuators,
and transistors �1–4� as well as the fundamental study of electrical
and thermal transport properties �5–10�. In recent years, the char-
acteristic dimensions of these devices, in particular transistors
�9–11�, have been aggressively reduced to sub-100 nm and, there-
fore, more and more of them are made on silicon-on-insulator
�SOI� wafers with device layers of thickness 10 to 100 nm. Self-
heating and thermally induced reliability are pressing issues for
advanced SOI, strained-silicon, strained Si-on-SiGe-on-insulator
and strained silicon on insulator field effect transistors where the
devices are separated from the silicon substrate by poor thermal
conducting layers �9–17�. The lateral thermal conduction in thin
silicon device layers somewhat reduces the maximum temperature
rise in these transistors but its conductivity is significantly reduced
due to the phonon-boundary scattering �7–10,14–17�. In addition,
the thermal response times and sensitivities of miniaturized ther-
mal analysis sensors �1�, convection-based micromachined incli-
nometer �5�, MicroElectro Mechanical Systems �MEMS� differen-
tial scanning nanocalorimeters �3�, and microcantilevers for high-
density thermomechanical data storage �4� are governed by lateral
thermal conduction along the silicon layer. There have been lim-
ited experimental data available for lateral thermal conductivity of
thin silicon layers of thickness near 1 �m, over the temperature
range of 10 to 300 K �7,8�, and for silicon layers of thickness 78,
100, and 200 nm at room temperature �10�. More recently, ther-
mal conductivity of silicon nanotubes with diameters of 22, 37,
56, and 115 nm have been measured in the temperature range
20 to 300 K �18�. There are no experimental data available for
silicon layers of thickness in the range of 20–100 nm, in particu-
lar, above the room temperature, which are more relevant for the
thermal design of the deep submicron SOI and strained-Si transis-
tors.

In this manuscript, we provide data and phonon transport analy-
sis that quantify the impact of phonon-boundary scattering on heat

conduction in single-crystalline silicon layers of thicknesses 20
and 100 nm over the temperature range of 20–450 K. Steady-
state joule heating and electrical resistance thermometry were
used to measure lateral thermal conductivity of the suspended
silicon/metal structures. Analyses of the heat conduction mecha-
nisms in suspended microstructures and uncertainty in measured
thermal conductivity data are presented. In addition, limitations of
the above thermal conductivity measurements technique for sub-
20 nm thick silicon layers are investigated and presented in the
Appendix.

2 Experimental Structure and Procedure
The experimental data are collected using the microfabricated

suspended structure shown in Fig. 1. Steady-state joule heating
and electrical resistance thermometry were used to measure lateral
thermal conductivity of the suspended structure. For thermal char-
acterization of doped silicon or metal bridges, joule heating is
achieved by directly passing an electric current through the
bridge. However, for the nearly pure silicon layer, which is not
electrically conductive, deposition of an additional metal layer is
required. Clearly, the metal layer can introduce some level of
uncertainty in the thermal conductivity experimental data for sili-
con layer hence its thermal conductivity must be measured inde-
pendently. Two identical silicon-based suspended structures, with
�Fig. 1�b�� and without �Fig. 1�c�� silicon layers were fabricated
using nearly similar fabrication processes. Thermal conductivity
of the suspended metal �CoFe and aluminum� structures are mea-
sured independently and subsequently used to extract thermal con-
ductivity of thin silicon layers of thicknesses 20 and 100 nm, re-
spectively.

2.1 Microfabrication Processes. While the final structures
for thermal conductivity measurements of the 20 nm and 100 nm
thick silicon layers appear to be similar �Fig. 1�, the microfabri-
cation process for these two structures are somewhat different. For
the reasons that will be fully discussed in Sec. 2.3, using CoFe
�instead of aluminum� layer as the heating and thermometry ele-
ment is preferred. In addition, the microfabrication process de-
scribed in this section was slightly modified to eliminate the im-
pact of variation in thickness of the metal layer on the
measurements of the silicon layer thermal conductivity. Hereafter,
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the aluminum/silicon and CoFe/silicon suspended structures will
be referred to as AS100 and CoFeS20 structures, respectively, and
the corresponding microfabrication processes will be discussed in
Secs. 2.1.1 and 2.1.2, respectively.

2.1.1 Microfabrication Process for the Aluminum/Silicon Sus-
pended Structure (AS100). The starting material for microfabrica-
tion of the AS100 structure is a silicon-on-insulator �SOI� wafer
with a 100 nm silicon device layer and 100 nm buried silicon
dioxide layer. At the first step, silicon-dioxide layers of thickness
20 Å and 100 Å are thermally grown on wafers AS100 and A100,
respectively �Fig. 2�a��, followed by sputtering 100 nm thick alu-
minum films that will be used both as a heater and thermometer in
this measurements �Fig. 2�b��. A 1 �m thick photoresist layer
�Dupont 2556� is spun onto the wafers and developed �Fig. 2�c��,
followed by an ion milling process to pattern silicon/aluminum
structure and aluminum bridge on the AS100 and A100 wafers,
respectively �Fig. 2�d��. A 1 �m photoresist layer �Dupont 2556�
is then spun onto the wafers and developed to define the regions
on the silicon substrate that would be exposed for the subsequent
isotropic reactive ion etching �RIE� process �Fig. 2�e��. The �STS�
machine is then used to undercut and release the aluminum/silicon
and aluminum structures �Fig. 2�f�� followed by an ion milling
process using oxygen ion coupled plasma �ICP� etcher to remove
the photoresist from the suspended structures.

2.1.2 Microfabrication Process for the CoFe/Silicon Sus-
pended Structure (CoFeS20). The starting material for microfab-
rication of the CoFeS20 structure is a silicon-on-insulator �SOI�
wafer with a 20 nm silicon device layer and 144 nm buried silicon
dioxide layer. A 20 Å thick thermal oxide layer is grown to pro-
vide electrical insulation between the silicon and CoFe layers
�Fig. 3�a��. As we discussed previously, certain measures were
adopted to reduce the uncertainty in the measurements �due to
nonuniformity in deposition of metal film� that required slight
modifications in the microfabrication process. At this step, the
silicon overlayer is etched away from half of the 4 in. SOI wafer
�Fig. 3�b��, followed by sputtering 75 nm thick CoFe layer using a
cvc connexion sputtering machine �Fig. 2�d��. A 1 �m thick pho-
toresist layer �Dupont 2556� is spun onto the wafers and devel-
oped �Fig. 2�e��, followed by an ion milling process to pattern
silicon/CoFe structure and CoFe bridge �Fig. 2�f��. A 1 �m pho-
toresist layer �Dupont 2556� is then spun onto the wafers and
developed to define the regions on the silicon substrate that would
be exposed for the subsequent isotropic reactive ion etching �RIE�

process �Fig. 2�g��. The STS machine is then used to undercut and
release the silicon/CoFe and CoFe structures �Fig. 2�h�� followed
by an ion milling process to remove the photoresist from the sus-
pended structures.

2.2 Experimental Setup and Procedure. The measurements
were performed in a special model Janis ST-100 continuous flow
cryostat that is capable of reaching vacuum levels on the order of
5�10−3 Torr. The dies were diced and separated from identical
locations in the AS100 and A100 wafers. For the case of the
CoFeS20 wafer, two neighboring dies at the center of the wafer
with and without the CoFe metal layer were selected and diced.
While the microfabrication process usually provides nearly iden-
tical film uniformity and quality over large distances, the above
additional steps were also taken for further assurances. Before
discussing the experimental procedure it is important to address
an important issue or concern that may come to mind regarding
the microfabricated suspended structures. It is clear from Fig. 1�a�
that the width of the suspended bridge varies over its length and
there was initially a concern that this might have been due to

Fig. 1 „a… The optical microscope image of the suspended
structure. Cross sections of „b… the metal/silicon and „c… the
metal „aluminum or CoFe… suspended structures, which are
used to obtain the thermal conductivity data for silicon layer.

Fig. 2 Fabrication process of 100 nm silicon film
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oxidization of the metal layer or the result of overetch during the
surface micromachining process. This is an important factor
which can directly impact the final experimental results. We re-
solved this matter by measuring and comparing the electrical re-
sistivities of the suspended bridge �Fig. 2�b�� and an on-substrate
section of the bridge, which shows no variations in width. The
electrical resistances of the two structures were identical, which
indicates the reduced dimension, as observed in Fig. 1�a�, is prob-
ably due to bulging of the cantilever due to residual stress, not by
oxidization/etch of the metal or silicon layer.

The dies were wire bonded in 68 pin Leadless Ceramic Chip
�LCCs� chip carriers that provide electrical access to the sus-
pended beams. The electrical resistances of the metal beam ele-
ments were measured using the four-probe measurement tech-
nique. The temperature dependency of the metal bridges electrical
resistance was measured by changing the temperature of the chip
carrier using a Lakeshore model 331S temperature controller
�temperature stability: ±50 mK�. The accuracy of the temperature
sensor used for the calibration is about ±50 mK �19�. Steady-state
joule heating and electrical resistance thermometry were used to
measure the lateral thermal conductance of the suspended struc-
tures �20,21� in vacuum �5�10−3 Torr� to minimize conduction
to the air. All of the volumetric heat generated in the aluminum
film flows by conduction along the composite bridge structure

toward the base and subsequently spreads out into the substrate.
Therefore, heat transfer in the suspended structure may be as-
sumed one dimensional along the structure. In addition, an ana-
lytical solution for heat conduction in the suspended bridge with
uniform heat generation and surface heat losses due to radiation
and molecular conduction was developed to quantitatively exam-
ine the effect of unwanted heat loss mechanisms from the bridge.
Heat transfer analyses have shown that heat losses from the sur-
face by both radiation and molecular gas conduction are negli-
gible �9,20�. It can be shown that, assuming �=1 and for the
average temperature rise in the bridge in the order of 20°C–30°C
above room temperature, the heat loss due to radiation can be
neglected. In the present measurements, the average temperature
rise in the bridge was kept well below 5°C. Surface heat loss
being negligible was also verified experimentally as the thermal
conductivity data for different bridge lengths and widths showed
very little variations. An analysis of the spreading effect into the
substrate was made and concluded that the base temperature can
be assumed at T0 for all practical purposes �20�. We also per-
formed the necessary heat conduction analysis and confirmed that
the portion of the beams that rest on the substrate can be assumed
to have temperatures near T0. The slight temperature rise on the
order of 0.05°C, can be neglected compared to the average tem-
perature rise in the beam, which is kept between 3°C–5°C. High
resolution IR thermometry was also performed, which essentially
verified the above analysis.

The governing equation for one-dimensional heat transfer in the
metal �aluminum or CoFe� suspended bridge with negligible sur-
face heat loss; and volumetric heat generation and the relevant
boundary conditions are given as �20–22�,

km�wdm�
d2T

dy2 + I2R0

L
�1 + �m�T − T0�� = 0 �1a�

T�y = ± L/2� = T0 �1b�

where km is the lateral thermal conductivity of the metal film, �m
is the temperature coefficient of the electrical resistance, T0 is the
temperature of the substrate, I is the applied electrical current, and
R0 is the electrical resistance �at T=T0� for the metal bridge. The
dimensions w, dm, and L are the width, thickness, and length of
the metal bridge, respectively. The above equation also assumes
that the ratio of the thermal resistance across �normal to� the
thickness of the bridge, R�,th, to the thermal resistance along �par-
allel to� the length R�,th, of the bridge is on the order of �dm /L,
which is much smaller than unity. This condition assures that the
one-dimensional heat conduction assumption is indeed valid over
the entire length of the bridge except, possibly, in the regions that
are away from the base, by nearly �dm. Let �=1+�m�T−T0� in
the equation and the boundary conditions, they reduce to,

d2�

dy2 + �m
2 � = 0 �2a�

��y = ± L/2� = 1 �2b�

where �m
2 = I2R0�m / �wLdmkm�. This equation can be solved to

yield

��y� = cos��my�/cos��mL/2� �3a�

or

T�y� = T0 −
1

�m
�1 −

cos��my�
cos��mL/2�� �3b�

Integrating the above equation from −L /2 to +L /2, the average
temperature of the bridge is given by

Fig. 3 Fabrication process of 20 nm silicon film
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T̄ = T0 −
1

�m
�1 − �2/�mL�tan��mL/2�� �4�

The average electrical resistance of the bridge under bias is, there-
fore, given by

R̄m = R0,m��2/�mL�tan��mL/2�� �5�

The lateral thermal conductivity of the metal km can be obtained
by the measured data using Eq. �5� for the electrical resistance.

There is also a slight underetch at the bases of the suspended
beams �L�4 �m–10 �m, which can cause some ambiguity in
defining the thermal boundary conditions described by Eq. �1b�
for the governing heat conduction equation given by Eq. �1a�. We
attempted to account for this via evaluating the average tempera-
ture of the bridge by integrating Eq. �3� from �−L /2+�L� to �
+L /2−�L�. This represents the length of the aluminum suspended
bridge confined between the points of the voltage measurement
Fig. 1�a�.

The governing equation for one-dimensional heat transfer in the
combined metal silicon �Fig. 1�b�� suspended bridge with volu-
metric heat generation in the metal film is very similar to Eq. �1a�
and is given by

�kmdm + ksds�w
d2T

dy2 + I2R0

L
�1 + �m�T − T0�� = 0, �6�

where ds and ks are the thickness and the thermal conductivity of
the silicon layer, respectively. Equations �1b� through �5� are still
valid except that the parameter �m

2 must now be replaced by
�s,m

2 = I2R0�m / �wL�kmdm+ksds��. Therefore, the average electrical
resistance of the silicon/metal bridge is given by

R̄s,m = R0,�s,m���2/�s,mL�tan��s,mL/2�� �7�

Given the measured thermal conductivity of the metal km the ther-
mal conductivity of the silicon layer ks can be obtained by com-
paring the measured electrical resistivity data and predictions of
Eq. �7� for the electrical resistance.

A total number of three aluminum �w=16 �m, L=500 �m, and
w=20 �m, L=300, 500 �m� and three CoFe �w=5, 10 �m, L
=100 �m, and w=15 �m, L=200 �m� bridge structures were
characterized. Experiments were conducted in vacuum and for a
temperature range of 30 K to 450 K. Figure 4 shows the mea-
sured lateral thermal conductivities of the 100 nm thick aluminum
and 75 nm thick CoFe layers. It becomes immediately clear that
the thermal conductivity of the CoFe metal layer is by far smaller

than that of the aluminum layer and therefore more suitable for
the present thermal conductivity measurements. In particular, the
fact that thermal conductivity of the CoFe film is reduced at
higher temperatures, compared to the aluminum layer, has a
strong impact on both the feasibility of the present measurements
for ultrathin silicon layers and uncertainty of the results. This
matter will be further examined in the following sections. The
thermal conductivity data for aluminum and CoFe metal layers are
subsequently used in Eq. �7� to extract the lateral thermal conduc-
tivities of the silicon film as a function of temperature from the
combined aluminum/silicon or CoFe/silicon structures. Figure 5

shows a plot of the electrical resistances of the CoFe R̄CoFe, and
CoFe/Silicon, structures as a function of the applied electrical
current squared I2. Given the thermal conductivity of the CoFe
layer kCoFe, the thermal conductivity of the silicon layer ks can be
obtained by comparing the measured electrical resistivity data and
predictions of Eq. �7� for the electrical resistance. The applied
currents were adjusted such that the average temperature rise did
not exceed 3°C–5°C. While the increased current level would
increase the sensitivity of the measurements, it would also ad-
versely affect the measurements in three aspects. First, if the av-
erage temperature rise of the bridge exceeds 15°C–30°C, then
the radiation loss from the suspended bridge become increasingly
important. Since the emissivity of the structures has not been mea-
sured independently, then the radiation loss cannot be determined
and properly accounted for. The elevated temperatures also imply
that one should specifically account for both the temperature de-
pendence of the thermal properties of the metal and silicon layers.
This is due to the fact that Eq. �7� neglects the variation in thermal
conductivities of the metal and silicon with temperature. For the
case of CoFe/silicon structure, nonlinear behavior in the plots of

R̄CoFe versus I2 was observed for excessive temperature rise of
20°C, for the measurements near room temperature. In addition,
the metal bridges rapidly deteriorate at high current levels and
small nonlinearity in the electrical resistivity versus temperature
may cause significant error in the measurements.

2.3 Experimental Uncertainty. A careful consideration of
the experimental uncertainty is not only important for the present
measurements but also helps to understand the limitation of this

Fig. 4 Temperature dependent thermal conductivity data of
the 100 nm thick aluminum and 75 nm CoFe layers as a func-
tion of temperature, which are subsequently used to obtain the
thermal conductivity data for 100 nm and 20 nm thick silicon
layers, respectively. The uncertainties in the data are less than
5%, which is on the order of size of the “symbols.” As a result,
the uncertainty bars are not shown in this plot.

Fig. 5 Curve fits for thermal conductance along the length of
the CoFe and CoFe+silicon suspended structures using Eqs.
„5… and „7… to the electrical resistivity data at room temperature.
The fitted thermal conductivity data for CoFe layer is subse-
quently used to extract the thermal conductivity of the 20 nm
thick silicon layer. The uncertainties in the measured electrical
resistivity data are less than 2%, which is on the order of size of
“symbols.” The gray shaded areas show the ±5% and ±7%
variations in thermal conductance of the CoFe and CoFe
+silicon structures based on the predictions of the Eqs. „5… and
„7….
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particular technique for thermal conductivity measurements of the
sub-20 nm thick silicon layers. Equations �6� and �7� can be used
to perform both the sensitivity and uncertainty analyses. Basically,
the impact of variations in dimensions of the suspended structure
Temperature Coefficient of Resistance �TCR� thickness of the sili-
con layer, and thickness and thermal conductivity of the metal
layer on the thermal conductivity of the silicon layer can be in-
vestigated �see the Appendix�. During the design of the mask,
specific patterns were designed that allowed accurate measure-
ments of the bridge widths, and lengths within ±1% of w and
±0.1% of L, respectively. The temperature coefficient of electrical
resistances of aluminum and CoFe, is measured to be �1.0
�10−3 K−1 and 2.13�10−3 K−1 at 300 K with the estimated error
of ±2%, which is due to the fact that the temperature sensor was
slightly farther away from the LCC chip carrier. The measured
currents and voltages are accurate within ±0.01% and ±0.1%, re-
spectively. Uncertainty in the measured thermal conductivity and
thickness of the metal layer are the major source of uncertainty in
determination of the silicon layer thermal conductivity. Assuming
that the thicknesses of the silicon and metal layers are roughly the
same, the uncertainty of the measurements will be greater if the
thermal conductivity of the metal layer is significantly larger than
that of the silicon layer at a given temperature. For example, the
thermal conductivity of the 100 nm thick aluminum layer is about
three times larger than that of silicon, at room temperature. As a
result, any uncertainty in thermal conductivity measurements of
the metal layer �which could be the result of variations in thick-
ness of the metal� will be magnified threefold in the final results
for the thermal conductivity of silicon layer. For example, the
thermal conductivity of aluminum layer increases from
130 W m−1 K−1, at room temperature, to 180 W m−1 K−1, at
450 K. In the meantime, thermal conductivity of the 100 nm thick
silicon layer reduces from 65 W m−1 K−1 to nearly 40 W m−1 K−1

over the same temperature range. As a result, the estimated uncer-
tainties for 100 nm thick silicon at 300 K and 450 K are 15% and
22%, respectively. The uncertainty significantly reduced ��9% �
at lower temperatures as the thermal conductivities of the alumi-
num dropped to 50 W m−1 K−1, while the silicon thermal conduc-
tivity increased to 100 W m−1 K−1 at temperatures around 100 K.

When CoFe layer is used as a heating and thermometry ele-
ment, the uncertainty is less than 10% for the entire high tempera-
ture range. This is due to the fact that the ratio of thermal conduc-
tivities of the CoFe and 20 nm thick silicon layers remains
constant over temperatures from 300 K to 450 K. It is clear that
the low thermal conductivity CoFe metal alloy �20 W m−1 K−1 at
room temperature� of thickness near 75 nm can produce more
reliable data for thermal conductivity measurement of the 20 nm
thick silicon layer, in particular at high temperatures.

The Appendix describes a detailed sensitivity analysis that pro-
vides guidelines to minimize the contribution of the metal heater/
thermometer bridge to the thermal conductivity of the thin silicon
layers of thickness less than 100 nm. In general, low thermal con-
ductivity metal alloys are excellent candidates and can signifi-
cantly reduce uncertainty in the thermal conductivity measure-
ments of thin silicon layers. In addition, the temperature
coefficient of electrical resistance of CoFe was measured and
found to be nearly twice of that of aluminum film, which doubled
the sensitivity of the measurements. Alternative fabrication
schemes and processes are under investigation to nearly eliminate
the contribution of the metal layer. One way to accomplish this is
by reducing the width of the metal bridge compared to the width
of the suspended silicon layer.

3 Theory and Experimental Results
The modified form of the conductivity integral �23�, which

separately accounts for the contributions of transverse and longi-
tudinal phonon modes, along with an analytical solution to the

Boltzmann transport equation in the thin layers is used for predic-
tion of thermal conductivity as a function of the layer thickness
and temperature �7–9�

k =
1

3 	
j=L,T,TU

� j
2


0

	j/T

CV,j�x,T��
 j�x,T� � F����dx �8�

where the subscripts j=L, T, TU refer to the single longitudinal
and the two transverse phonon modes, respectively, � j is the ap-
propriate phonon group velocity, 	 j is the Debye temperature of
the solid, x=� /kBT is the nondimensional phonon frequency, Cj
is phonon specific heat per unit volume and per nondimensional
phonon frequency. The Boltzmann constant is kB=1.38
�10−23 J K−1, and Planck’s constant divided by 2� is �=1.602
�10−34 Js. Table 1 outlines all the relevant parameters in evalua-
tion of the thermal conductivity integral �Eq. �8��. The boundary
scattering reduction function �24�

F��� = 1 −
3

8�
+

3

2�



1

� � 1

t3 −
1

t5�exp�− � � t�dt �9�

depends on �=ds /�b which is the ratio of the layer thickness ds
and the appropriate phonon mean free paths for transverse or lon-
gitudinal modes �b=��
b. The relaxation time in the absence of
phonon-boundary scattering 
b is what was previously determined
for bulk silicon �24�. This expression assumes that phonons are
diffusely scattered or emitted from the boundaries of the layer,
which may slightly overestimate the conductivity reduction at
temperatures below 20 K �7–9�. The fraction of phonons diffusely
reflected, therefore, depends strongly on the surface roughness
and the wavelength of the phonons under consideration.

The temperature-dependent thermal conductivity data and pre-
dictions of Eq. �8�, as shown in Fig. 6, are in good agreement.
This indicates that boundary scattering is responsible for the
strong reduction in thermal conductivity, compared to the bulk
silicon. The maximum thermal conductivity for the 100 nm thick
silicon occurs at 100 K. As expected, the maximum thermal con-

Table 1 The coefficients for phonon scattering rate, group ve-
locity, and Debye temperature
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ductivity ��130 K� shifts toward higher temperatures for the
20 nm thick silicon layers. The maximum thermal conductivity
for the bulk silicon �5000 W m−1 K−1 at T=30 K� separates the
low-temperature region, where scattering is dominated by imper-
fections and surfaces, from the high-temperature region, where
phonon-phonon scattering is dominant. In the ultrathin silicon lay-
ers, phonon-boundary scattering remains significant even at high
temperatures, as shown in Figs. 7 and 8.

Figure 7 shows the measured lateral thermal conductivities of
silicon layers as a function of thickness near room temperature.
Previous �9,10� and present experimental data agree very well
with the predictions, except for the silicon layer of thickness, ds
=78 nm �10�. Thermal conductivity of the 20 nm and 100 nm thin

silicon layers at room temperature are 22 W m−1 K−1 and
60 W m−1 K−1, respectively, which are nearly 85% and 60% less
than the reported bulk value of 148 W m−1 K−1. It is worthwhile
to mention that no additional fitting parameters are used for get-
ting agreement between the experimental data and predictions us-
ing Eqs. �8� and �9�.

In addition, the graph depicts the thermal conductivity data for
individual silicon nanowires of various diameters �18�, which
agree reasonably well �except for D=22 nm� with the predictions
of phonon-boundary scattering using Eq. �8� and the boundary
scattering reduction function for wires with circular cross section
�24�

Fo��o� = 1 −
12

�
·


0

1

�1 − t2�1/2S4��o � t�dt �10�

where

Sn�u� =

1

�

e−ut�t2 − 1�1/2 · t−ndt

depends on �o=D /�b, where D is the nanowire diameter.
It is suggested that the confinement of acoustic phonons and

corresponding change in phonon dispersion and therefore the
group velocity may lead to an increase in phonon scattering rates
and, thus drastic reduction in thermal conductivity �25–27� for
silicon nanowire of thickness on the order of 10 nm–20 nm. It
was further claimed in Ref. �28� that for a 20 nm silicon nanowire,
the overall phonon group velocity would be reduced by 40% com-
pared with the bulk value. At the same time, changes in phonon
dispersion could also modify the density of states and phonon
scattering rate. For the silicon nanowire, the scattering rate for
phonon-electron scattering is small compared to that of the um-
klapp and mass difference scattering, however, the mass-
difference scattering rate is strongly increased at phonon fre-
quency about 5�1013 rad/s �25,28�.

In order to shed light on these matters, we followed the proce-
dure described by Bannov et al. �26� to obtain the phonon disper-
sion curves for 20 nm thick silicon film and nanowire of 20 nm
diameter �29�. The spatial confinement in these nanostructures
leads to many dispersion branches, their flattening and corre-
sponding decrease of the phonon group velocity. It is concluded
that the changes in the phonon dispersion modes for nanowire is

Fig. 6 The temperature dependent thermal conductivity data
for the silicon layers of 20 and 100 nm thickness. The esti-
mated uncertainties for 20 nm thick silicon layer are on the or-
der of 12%, 8% at 30 K and 300 K. For 100 nm silicon layer, the
estimated uncertainties are on the order of 9% and 15% at
100 K and 300 K, respectively.

Fig. 7 Thermal conductivity of silicon layer and wires, at room
temperature, as a function of thickness. Predictions based on
Boltzmann transport equation „BTE… agree reasonably well with
the experimental data †8,10‡ for thin silicon film. For nanowires,
the predications are different from the reported data †18‡ for
D=22 nm by nearly 30%.

Fig. 8 Lateral thermal conductivity data and predictions for
thin silicon layers at high temperatures. The estimated uncer-
tainties for 20 nm thick silicon layer are on the order of 8%, 6%
at 300 K and 400 K. For 100 nm silicon layer, the estimated un-
certainties are in the order of 15% and 22% at 300 K and 450 K,
respectively
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more pronounced compared to that of the thin film layer of com-
parable thickness. This may partially explain why the thin film
thermal conductivity data and predictions, Eq. �8�, agree well,
while the predictions using Eq. �10�, overestimates the nanowire
thermal conductivity data by as much as 30%–40%. It is certainly
worthwhile to modify the scattering rates based on the modified
phonon dispersion to examine its impact on the thermal conduc-
tivity of nanowire and ultra-thin silicon layers. However, the final
results will be more or less qualitative as the phonon confinement
effect can also manifest itself by altering the phonon scattering
rates.

The predictions of the Boltzmann Transport Equation �BTE� for
silicon nanotubes �not shown here� overestimates the experimen-
tal data for a 20 nm diameter nanotube �19� at low temperatures.
In contrast, the BTE predictions for a 20 nm thickness silicon
layer agree well with experimental data even at 30 K. However,
relatively large uncertainty in the experimental data makes it dif-
ficult to make a conclusive statement about the impact of phonon
confinement effect for thin silicon layer. Perhaps, thermal conduc-
tivity measurements of 5 nm–10 nm thick layer and/or nanotubes
in the temperature range of 1 K–10 K will be helpful in resolving
this controversy.

4 Conclusions
The lateral thermal conductivity of single-crystal silicon layers

of thicknesses 20 mm and 100 mm at temperatures between 30 K
and 300 K is measured, using joule heating and electrical-
resistance thermometry in suspended microfabricated structures.
The experimentally measured thermal conductivity and predic-
tions based on the kinetic theory for phonon transport along thin
silicon layers agree well and show significant reduction compared
to the bulk value for the entire temperature range. The thermal
conductivity of the 20 mm thick silicon layer, at room tempera-
ture, is nearly 22 W m−1 K−1, which is significantly smaller than
the bulk value, 148 W m−1 K−1. Careful analyses of the heat con-
duction and uncertainty in the measured thermal conductivity data
are presented. In addition, the limitations of the above technique
for thermal conductivity measurements of silicon layers were
carefully investigated.
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Appendix
The uncertainty and sensitivity analyses described here pro-

vides guidelines to minimize the contribution of the metal heater/
thermometer bridge to the thermal conductivity measurements of
the thin silicon layers as well as insight on the limitations of the
present experimental techniques for thermal conductivity mea-
surements of sub-100 nm thickness silicon layers.

A.1 Uncertainty Analysis. Metal and oxide layer’s thickness
and thermal conductivity variations; and nonuniformity caused by
fabrication process could largely impact the uncertainty in silicon
thermal conductivity data. In order to estimate the uncertainty in
the results one can start with the linearized form of Eq. �7� given
by

�R = R0�L3

12
·

I2�

w2d2k
� �A1�

where R=R0�1+���T�. Rearranging the above equation one can
arrive at the following expressions for the thermal conductivity of
silicon/metal and metal structures, respectively:

ks,m =
1

�s,m�Ts,m
� L3

12

�Is,m
2

w2�ds + dm�2� �A2a�

km =
1

�m�Tm
� L3

12

�Im
2

w2dm
2 � �A2b�

The thermal conductivity of the silicon layer can be obtained us-
ing the following expression:

ks =
ds + dm

ds
ks,m −

dm

ds
km �A3�

By inserting equations �A2a� and �A2b� into the above equation,
one can obtain an appropriate equation for the sensitivity analysis

ks =
C

�
� C1

ds + dm
−

C2

dm
� �A4a�

where

C =
I2L3�

12w2ds
; C1 =

1

�Ts,m
; C2 =

1

�Tm
�A4b�

The above expression assumes that I� Is,m� Im, ���s��s,m,
and that there are very small uncertainties associated with the
measurements of ds, w, L, and � compared to dm and �. The
uncertainty in thermal conductivity of the silicon layer can be
represented by �30�

Uks
=�� �ks

��
U��2

+ � �ks

�dm
Udm

�2

�A5�

Using Eq. �A4� one can arrive at the following expression for the
uncertainty in thermal conductivity of silicon layer:

Uks
=

C

�

��� C2

� · dm
−

C1

��ds + dm��U��2

+ �C2

dm
2 −

C1

�ds + dm�2�Udm�2

�A6�
The uncertainties reported in Figs. 4–7 are obtained using the
above equation �see Sec. 2.3�. Since dm�10−7 nm��
�10−3 K−1, the above equation can be further simplified by ig-
noring the first term

Uks
=

1

ds

I2L3�

12w2�
�C2

dm
2 −

C1

�ds + dm�2�Udm
�A7�

It becomes clear that for a given thickness of the metal layer dm,
the uncertainty in the thermal conductivity of the silicon layer will
increase if the thickness of the silicon layer is decreased. This is
consistent with the trend shown in Fig. 9, which indicates that the
thickness of the metal layer should be kept comparable or smaller
than the thickness of the silicon layer to obtain a reasonable mar-
gin of uncertainty in the silicon thermal conductivity data.

A.2 Sensitivity Analysis. This section provides guidelines to
minimize the contribution of the metal layer to the thermal con-
ductivity measurement of thin silicon layer of thickness less than
100 nm. Equation �A3� can be used to investigate the impact of
the variations in thickness of the metal layer on the uncertainty of
the thermal conductivity data for the silicon layer. From Fig. 9, it
becomes clear that 5% uncertainty in the thickness of the metal
layer �dm=75 nm� results in nearly ±10% uncertainty in the mea-
surement of the thermal conductivity of 20 nm thick silicon layer
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at room temperature. For thermal conductivity measurements of
10 nm thick silicon layer with ±17% uncertainty, a 50 nm thick
metal layer is required. For thinner silicon layers ds�5 nm, even
thinner metal layer is required dm�20 nm to maintain a reason-
able level of uncertainty �±13%. While there are no fundamental
limitations on thermal characterization of structures with total
thickness of less than 10 nm using the present technique, the fab-
rication of these structures in the suspended form becomes ever
increasingly more difficult. In addition, at such small dimensions
accurate measurements of the thicknesses of different components
of the suspended structure becomes very crucial.

In the present study, the bridges are diced from two adjacent
dies, which are nearly 3 mm apart. Uncertainty in the measured
thermal conductivity and thickness of the metal layer can be
largely reduced �or even eliminated� if the bridges are fabricated
as close as possible, preferably in the �100 �m range. It becomes
clear that for thermal conductivity measurements of silicon layers
of thickness in the range of 5 nm–15 nm, even small variations in
the dimensions and transport properties of the metal layer cannot
be tolerated. Alternative fabrication schemes and processes are
under investigation to nearly eliminate the contribution of the
metal layer to the experimental measurements. One way to ac-
complish this is by reducing the width of the metal bridge com-
pared to the width of the suspended silicon layer.

Nomenclature
C � Phonon specific heat per unit volume,

J m−3 K−1

D � Nanowire diameter, m
d � Thickness of the layer, m
F � Mean free path reduction ratio due to phonon

boundary scattering for thin film, Eq. �9�
F0 � Mean free path reduction ratio due to phonon

boundary scattering for circular wire, Eq. �10�
I � Applied electrical current, A
k � Thermal conductivity, W m−1 K−1

kB � Boltzmann constant=1.38�10−23 J K−1

L � Length of the suspended bridge, m
�L � Length of the under/over etch portion of

bridge, m
R0 � Electrical resistance of the metal bridge at T0,

�

R̄ � Average electrical resistance, �
�R � Electrical resistance change, �

T � Temperature, K
T0 � Temperature of the substrate, K

T̄ � Average temperature of the bridge, K
v � Group velocity of phonon, m s−1

w � Width of the suspended bridge, m
x � Nondimensional phonon frequency=� /kBT
y � y direction along the length of the suspended

bridge, m

Greek
� � Temperature coefficient of the electrical resis-

tance, K−1

� � Parameter defined in equation �2a�
� � Dimensionless parameter for thin film=ds /�b

�0 � Dimensionless parameter for circular wire
=D /�b

	 � Debye temperature, K
� � Bulk phonon mean free path, m
� � Electrical resistivity, � m

� � Temperature variable, K

 � Phonon relaxation time, s
 � Phonon angular frequency, s−1

� � Planck’s constant divided by
2�=1.055�10−34, J s

Subscript
b � Bulk silicon

CoFe � CoFe suspended structure
j � Particular phonon mode
L � Longitudinal phonon
m � Metal suspended structure

m ,s � Metal/silicon suspended structure
s � Silicon layer
T � Low frequency transverse phonons

TU � High frequency transverse phonons
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The original formula for the computation of the logarithmic mean
temperature difference in finite precision floating-point arithmetic
may suffer from serious round-off problems when both tempera-
ture differences are very close to each other. An alternative, math-
ematically equivalent, yet simple formula showing better numeri-
cal properties is presented. �DOI: 10.1115/1.2130406�
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Computation of the LMTD
The logarithmic mean temperature difference �LMTD, �Tlm� is

the driving temperature in heat transfer processes carried out by
double pipe and similar heat exchangers when a number of con-
ditions are assumed, particularly, when the fluid heat capacities
and the side heat transfer coefficients are constant.

The computation of the LMTD is a basic step of one of the
simplest and most used methods for sizing heat exchangers �see,
for example, �1–3��. The LMTD is defined by the following ex-
pression:

�Tlm��T1,�T2� = ���T1 − �T2�/ln��T1/�T2� , �T1 � �T2

�T1, �T1 = �T2
�
�1�

where �T1 and �T2 are the fluid temperature differences at both
ends of the heat exchanger. In spite of its simplicity, this expres-
sion should not be implemented directly as the following ex-

amples show. �A hat ˆ on the arithmetic operators and functions
serves the purpose of differentiating the floating-point versions
from their infinite precision counterparts.�

Using four-digit precision arithmetic in base 10 and usual
rounding, given �T1=31.94 and �T2=31.9, Eq. �1� yields

�Tlm = �31.94−̂ 31.9�/̂ ln̂�31.94/̂31.9� = 0.04/̂ln̂1.001

= 0.04/̂9.995e − 4 = 40.02

However, the correct result to four digits is 31.92, so the relative
error is about 25%.

Since the problem is inherent to the use of finite precision
floating-point arithmetic, extending the precision does not provide
a solution, perhaps rendering it more unlikely but not impossible.

Consider an energy balance operation for a heat recovery pro-
cess, where both fluid heat capacities are �practically� the
same, computed with double precision IEEE floating-point
arithmetic and usual rounding, see �4–7�. It is frequent to observe
some accumulated round-off error, for instance, �T1
=31.900000000000004 instead of just �T1=31.9. Then �due to
rounding the actual value of the trailing 4 is 2−48, not 4 ·10−15�

�Tlm = ��31.9 + 2−48�−̂ 31.9�/̂ ln̂��31.9 + 2−48�/̂31.9�

= 2−48/̂ln̂�1 + 2−52� = 2−48/̂2−52 = 16

which is off by nearly −50%. You can check it quickly with a
standard PC and a high level language, like MATLAB®.

Therefore, the original formula should not be used as an algo-
rithm and alternatives must be considered; see �8� for more ex-
amples of apparently simple computations.

A typical approach consists of returning ��T1+�T2� /2 if �T1
and �T2 are sufficiently near; just consider a two-term series ex-
pansion of f�x�= �x−�T2� / ln�x /�T2� at x=�T1, see �1�, Sec.
1.3.1. However, this introduces the additional problems of testing
when �T1 and �T2 are close enough, and that the resulting algo-
rithm yields a function which is neither smooth nor even continu-
ous, something undesirable when using a number of iterative
methods.

Before deriving any alternative algorithm, it is essential to take
into account some properties of floating-point arithmetics.

Computer Arithmetics
In a typical, well-designed computer arithmetic, the floating-

point operations are related to their infinite precision counterparts
with the simple expressions

x �̂ y = �x � y��1 + ��
�2�

f̂�x� = f�x��1 + ��

where � is a placeholder for the arithmetic operators �, �, �, and
/, f is any of the elementary functions ln, sin, etc., and � ,�, are
tiny numbers, see �4–7�. For example,

31.94−̂ 31.9 = �31.94 − 31.9��1 + �1� ⇒ �1 = 0

31.94/̂31.9 = �31.94/31.9��1 + �2� ⇒ �2 = − 2.536e − 4

ln̂ 1.001 = �ln 1.001��1 + �� ⇒ � = − 3.333e − 7

Why the Original LMTD Formula Fails
The LMTD can be regarded as a function of the form fa�x�

= �x−a� / ln�x /a�, where a is a nonzero constant and x takes values
with the same sign as a. Such functions have a removable singu-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received April 15, 2004; final manuscript re-
ceived January 31, 2005. Review conducted by: Karen Thole.

84 / Vol. 128, JANUARY 2006 Copyright © 2006 by ASME Transactions of the ASME

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



larity at x=a, so that they can be made continuous by simply
defining fa�a�=limx→a fa�x�=a �use L’Hospital’s rule�. Note that x
and a are interchangeable: fa�x�= fx�a�.

Applying the relations �2� to see how fa compares to its

floating-point version f̂ a

f̂a�x� = �x−̂ a�/̂ ln̂�x/̂a� = ��x − a��1 + �1��/̂ ln̂��x/a��1 + �2��

= ��x − a��1 + �1��/̂�ln��x/a��1 + �2���1 + �3��

=
�x − a��1 + �1�

ln��x/a��1 + �2���1 + �3�
�1 + �4� =

x − a

ln��x/a��1 + �2��
E

where E= �1+�1��1+�4� / �1+�3�, it becomes clear that the actual
function being evaluated does not have the corresponding remov-
able singularity, unless �2=0, for example, when a=1. In some
cases ln��x /a��1+�2�� will be closer to zero than it should be as
x-a approaches zero and the LMTD will be overestimated, as in
the first example. In other cases, ln��x /a��1+�2�� will be farther
from zero than it should be and the LMTD will be underestimated,
as in the second example.

An Alternative Formula
The previous observation suggests bringing the removable sin-

gularity back: just modify the original formula so that the quotient
x /a also appears in the numerator

fa�x� =
x − a

ln�x/a�
= a

x/a − 1

ln��x/a�/1�
= a · f1�x/a� �3�

Since x and a are interchangeable, it is possible to choose the
argument of f1, either x /a or a /x, whichever is greater than 1. The
reason will be made clear below.

The alternative formula is now stated as follows. If �T1 and
�T2 are identical there is nothing to do, otherwise interchange
�T1 and �T2 if necessary so that �T1��T2 and define r
=�T1 /�T2, then

�Tlm��T1,�T2� = ��T2��r − 1�/ln r� , r � 1

�T1, r = 1
� �4�

Recomputing the first example with Eq. �4�, the relative error of
the new LMTD estimate

�Tlm = 31.9�̂��31.94/̂31.9−̂ 1�/̂ ln̂�31.94/̂31.9��

= 31.9�̂��1.001−̂ 1�/̂ ln̂ 1.001� = 31.9�̂�0.001/̂9.995e − 4�

= 31.9�̂1.001 = 31.93

is only about 0.031%, and for the second example

�Tlm = 31.9�̂���31.9 + 2−48�/̂31.9−̂ 1�/̂ ln̂��31.9 + 2−48�/̂31.9��

= 31.9�̂���1 + 2−52�−̂ 1�/̂ ln̂�1 + 2−52��

= 31.9�̂�2−52/̂�2−52 − 2−105�� = 31.9�̂�1 + 2−52� = 31.9 + 2−47

is a small multiple of 2−53, the unit roundoff of the IEEE double
precision format; see �4� or �6�.

It is not difficult to explain why the modified algorithm is much
more accurate than the original �for further details, including
proofs, on different but essentially equivalent problems refer to
�6�, Sec. 1.14.1, and �7�, Theorem 4�.

Note that f1 relates to its floating-point counterpart f̂1 much
better than fa did

f̂1�x� = �x−̂ 1�/̂ ln̂�x� = ��x − 1��1 + �1��/̂�ln�x��1 + �2��

=
�x − 1��1 + �1�
ln�x��1 + �2�

�1 + �3� =
x − 1

ln�x�
E = f1�x� · E �5�

Since E= �1+�1��1+�3� / �1+�2� is very close to 1, it turns out that

f̂1�x� is a very accurate estimate of f1�x�. Hence, the original
problem, the evaluation of a function of the form fa�x�
= �x−a� / ln�x /a�, has been reduced to another simpler and better
behaved problem, namely, the evaluation of f1�x�= �x−1� / ln�x�.
However, the value being passed to f1 is not x /a but x/̂a
= �x /a��1+��. To assess how this perturbation will affect the result
it is necessary to resort to a few properties of f1 �the proofs only
require elementary calculus�

�a� f1�y��0, y� �0, +��.
�b� f1��y��0, y� �0, +��; f1��1�=0.5; f1��y��0.5, y� �1,

+��.
�c� f1��y��0, y� �0, +��.
�d� 0�y · f1��y� / f1�y��1, y� �0, +��.

The absolute error which results from computing f1�ŷ� instead of
f1�y�, where ŷ=y�1+��, is f1�ŷ�− f1�y�= f1��	��ŷ−y�, with y�	
� ŷ or ŷ�	�y. Since it is possible to assume that y�1, the
rounded value cannot be less than 1, so ŷ
1. Hence, 	�1 and
f1��	��0.5. Then, using �b�

	f1�ŷ� − f1�y�	 = 	f1��	��ŷ − y�	 = 	f1��	�	 · 	ŷ − y	 � 0.5	ŷ − y	

= 0.5	y�1 + �� − y	 = 0.5 · 	�	 · y

More interestingly, the relative error


 f1�ŷ� − f1�y�
f1�y�


 = 
 f1��	��ŷ − y�
f1�y�


 = 
 y · f1��	�
f1�y�


 · 
 ŷ − y

y



= 
 y · f1��	�
f1�y�


 · 
 y�1 + �� − y

y

 = 
 y · f1��	�

f1�y�

 · 	�	

can be bound similarly. If y�	� ŷ then �c� implies f1��y�
� f1��	� and using �d�


 f1�ŷ� − f1�y�
f1�y�


 = 
 y · f1��	�
f1�y�


 · 	�	 � 
 y · f1��y�
f1�y�


 · 	�	 � 	�	 �6�

On the other hand, if ŷ�	�y then �b� implies f1�ŷ�� f1�y� and
using �c� and �d�


 f1�ŷ� − f1�y�
f1�y�


 = 
 f1�ŷ�
f1�y�


 · 
 f1�ŷ� − f1�y�
f1�ŷ�


 � 
 f1�ŷ� − f1�y�
f1�ŷ�



= 
 ŷ · f1��	�

f1�ŷ�

 · 
 ŷ − y

ŷ



� 
 ŷ · f1��ŷ�
f1�ŷ�


 · 
 y�

y�1 + ��

 � 
 �

1 + �



� 	�	 · 	1 − �	 �7�

In any case, the relative error in the computation of f1�x/̂a� is not
magnified. Finally, the combination of Eqs. �5�–�7� and Eq. �2�—
due to the final multiplication—allows to infer that the modified
algorithm yields high relative accuracy.

Conclusion
This paper highlights the importance of numerical analysis is-

sues in even the simplest calculations. It shows how a careful
treatment of mathematical formulas, in particular the LMTD, can
not only enhance the accuracy of computed results but also avoid
potentially costly errors.
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Analysis of heat transfer and fluid flow thermodynamic irrevers-
ibilities is realized on an example of a counter flow double pipe
heat exchanger utilizing turbulent air flow as a working fluid.
During the process of mathematical model creation and for dif-
ferent working and constructing limitations, total thermodynamic
irreversibility is studied. The present work proves that the irre-
versibility occurred due to unequal capacity flow rates (flow im-
balance irreversibility). It is concluded that the heat exchanger
should be operated at effectiveness, �, greater than 0.5 and the
well operating conditions will be achieved when � approaches one
where low irreversibility is expected. A new equation is adopted to
express the entropy generation numbers for imbalanced heat ex-
changers of similar design with smallest deviation from the exact
value. The results obtained from the new equation are compared
with the exact values and with those obtained by Bejan (Bejan, A.,
1997, Advanced Engineering Thermodynamics, Wiley, New York).
�DOI: 10.1115/1.2130407�

Keywords: entropy generation number, balance heat exchanger,
imbalance heat exchanger, irreversibility

1 Introduction
Analysis of irreversibility in heat exchangers should be consid-

ered as an important topic due to its relation with heat transfer and
fluid flow �pressure drop�. It is essential to determine which pa-
rameters led to the increase of the irreversibility of the heat ex-
changer, especially due to the flow imbalance.

Bejan �1–4� had done extensive analyses on irreversibility of
the heat exchanger for minimizing the size. His approach uses the
concept of entropy generation minimization. Aceves-Saborio et al.
�5� took into account the irreversibility associated with the use of
the materials, but did not include the irreversibility due to the
pressure drops. Tondeur and Kvaalen �6� have shown that in the
case of heat exchangers or separation devices involving a given
heat transfer and achieving a specified transfer duty, the total en-
tropy produced is minimal when the local rate of entropy produc-
tion is uniformly distributed along space variables and time. De
Oliveira et al. �7� have shown that in the case of an optimal heat
exchanger the thermal and viscous contributions to the entropy
generation should be equal. The ratio of thermal and viscous con-
tribution to the exergy destruction ranges between one and three
when the Reynolds number or hydraulic diameter is optimized.
However, it is not shown that this is the case when both Reynolds
number and hydraulic diameter are together optimized. Lozano
and Valero �8� have developed a theory to allocate exergetic and
monetary cost. In their theory they define a matrix containing all
irreversibilities, including irreversibilities associated with the
building of installations and the disposal of waste materials.

The irreversibility balance deserves to be calculated first in the
thermodynamic of any heat exchanger, because it establishes the
level �order of magnitude� below which the joint minimization of
heat transfer and fluid flow irreversibilities no longer make sense.
In other words, it would no longer make sense to invest heat
exchanger area into minimizing the total irreversibility.

Analysis of heat transfer and fluid flow thermodynamic irre-
versibilities is realized on an example of a counter flow double
pipe heat exchanger where the working fluid is air. The balanced
and imbalanced counter flow heat exchangers are selected for the
present study. A new equation to represent the entropy generation
number for a counter flow imbalance heat exchanger is deduced.
The results obtained from the new equation are compared with the
exact values and with that obtained by another author.

2 Model Descriptions
A schematic drawing for the heat exchanger model selected for

the study is shown in Fig. 1. The inner pipe carries the cold stream
and the outer tube carries the hot stream with inlet and exit tem-
perature and pressure T1, P1, T2 and P2, respectively. The thermal
insulation of the heat exchanger is assumed to be perfect. The two
sides are indicated by the subscripts 1 and 2. �T1 and �T2 repre-
sent the temperature difference of the two streams at the ends of
the heat exchanger.

A Balanced heat exchanger implies that the thermal capacity
flow rates, ṁCp, are the same on the two sides of the heat transfer
surface:

ṁ1Cp1
= ṁ2Cp2

= ṁCp �1�

where ṁ1, ṁ2, CP1, and CP2 are the mass flow rates and the
specific heats on the two sides, respectively. On the other hand,
the capacity flow rates of the imbalanced heat exchanger are not
the same on the two sides of the heat transfer surface.

3 Analysis and Discussions
The entropy generation rate of the isolated thermodynamic sys-

tem is:

�Ṡs = ṁ1 · Cp1
ln

T1,o

T1
+ ṁ2 · Cp2

ln
T2,o

T2
− ṁ1 · R ln

P1,o

P1

− ṁ2 · R ln
P2,o

P2
�2�

where R is the gas constant and P1,o, P2,o, T1,o and T2,o are the
exit pressures and temperatures of the two streams, respectively.
Dimensionless entropy generation rate or entropy generation num-
ber, Ns, is defined by dividing the previous equation with the
capacity flow rate as:

Ns =
�Ṡs

ṁ2 · CP2

�3�

The above equation gives the exact values of entropy generation
number for the balanced and imbalanced heat exchangers. How-
ever, The values of T1,o and T2,o are related by the definition of the
effectiveness for heat exchangers, �� which is:

� =
ṁ1Cp1

�T1,o − T1�

ṁ2Cp2
�T2 − T1�

=
T2 − T2,o

T2 − T1
�4�

The entropy generation numbers for balanced and imbalanced
heat exchangers are studied at the following selected values of the
different parameters:

T1 = 300 K, P1 = 0.1 MPa, L = 1 m,

Tr = T1/T2 = 0.2 – 0.9, rd = d1/d2 = 0.3 – 0.7,

rP = P1/P2 = 0.1 – 1, SL = 4L/d1 = 20 – 50,
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� = 0.1 – 0.9, and Re2 = 1 � 104–1 � 106

Where L, Re2, SL, d1 and d2 are the heat exchanger length, Rey-
nolds number for the air flowing through the outer side, inner
passage slenderness ratio �SL=4L /d1� and inner diameters of the
double pipe, respectively. P1,o and P2,o are calculated from the
selected values of different parameters given above for turbulent
flows, neglecting the entrance and the discharge losses, using the
following equations:

G =
Re . �

Dh
�5�

ṁ = G · A �6�

ṁ1 · CP1�T1,o − T1� = ṁ2 · CP2�T2 − T2,o� �7�

f = 0.046 Re−0.2 �8�

�P = 2 · f ·
L

Dh
·

G2

�
�9�

Po = P − �P �10�
The parameters in the above equations without subscript 1 or 2
can be applied to both sides of the heat exchanger. The parameters
G, Dh, A, f , Po, �P, � and � are the mass velocity, hydraulic
diameter, flow area, friction coefficient, flow exit pressure, pres-
sure drop through flow passage and air density and dynamic vis-
cosity, respectively. Fluid properties were taken from tables of
thermophysical properties of �9� at average temperature of each
stream. Calculations reveal that values of Re1 are always greater
than 1�104 for all values of the selected parameters.

3.1 Balanced Heat Exchanger. As mentioned in previous
section, the balance irreversibility deserves to be calculated first in
the thermodynamic of any heat exchanger, because it establishes
the level �order of magnitude� below which the joint minimization
of heat transfer and fluid flow irreversibilities no longer make
sense.

The thermal capacity flow rates of the two sides for the bal-
anced heat exchangers are equal as shown in Eq. �1�. Thus, from
Eqs. �2� and �3�, the exact value of the entropy generation number
for balanced heat exchanger can be written as:

Ns = ln
T1,o

T1
+ ln

T2,o

T2
−

R

CP1
ln

P1,o

P1
−

R

CP2
ln

P2,o

P2
�11�

The results for balanced heat exchanger of the entropy generation
number utilizing Eq. �11� are presented in Figs. 2–4. Figure 2
shows the effect of the heat exchanger effectiveness on the en-
tropy generation number, Ns, at rP=1, rd=0.5, SL=20 and Re2
=5�104 for different temperature ratios, Tr. It is shown that this
effect is almost symmetrical parabolic for all temperature ratios.
The values of the entropy generation number increase to peak
values then decrease to lower values by increasing the effective-
ness. It is clearly shown that the minimum values of the entropy
generation number occur at maximum and minimum effectiveness
and the peak values occur at effectiveness of about 0.5. These
effects can be explaines as, from Eqs. �5�–�10�, constant Re2

means that approximately constant pressure drops for balanced
heat exchangers. Thus, Ns values depend only on the temperature
ratio according to Eq. �11�. Increasing Tr increases �T2−T1� lead-
ing to increase T1,o and decrease T2,o with the same values for
constant � according to Eq. �4�. Therefore, Ns increases by in-
creasing Tr according to Eq. �11� where T2 is higher than T1. Also,
from Eqs. �4� and �11� for constant Tr, it can be shown that Ns has
a parabolic variation with � values.

Similar variations of Ns with � are displayed in Fig. 3 for
various Reynolds numbers of the air flowing through the outer
side from 1�104 to 1�106, at Tr=0.5, SL=20, rP=1 and rd
=0.5. It is noted that the variation in Ns due to the effect of the
Reynolds number is very small compared with that induced by
varying the temperature ratios. This is normal, where increasing
Re increases the pressure drop �Eqs. �5�–�10�� leading to an in-
crease in Ns value according to Eq. �11�. This increase in Ns value

Fig. 1 Schematic drawing for the double pipe heat exchanger
model

Fig. 2 Effect of the heat exchanger effectiveness on the en-
tropy generation number at various temperature ratios for bal-
anced heat exchangers

Fig. 3 Effect of the heat exchanger effectiveness on the en-
tropy generation number at various values of hot stream Rey-
nolds number for balanced heat exchangers

Fig. 4 Effect of the heat exchanger effectiveness on the en-
tropy generation number at various rd, rP and SL for balanced
heat exchangers at constant Re2=5Ã104
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is small compared with that induced by varying the temperature
ratios because the pressure terms in Eq. �11� multiplied by R /Cp
�less than 1�.

Figure 4 shows that there is no effect on the variation of the
entropy generation numbers with the heat exchanger’s effective-
ness through various ranges of SL �from 20 to 50�, rP �from 0.1 to
1� and rd �from 0.3 to 0.7� at Tr=0.5 and Re2=5�104. This is
expected where the pressure drops depend mainly on the Re value
�Eqs. �5�–�10��.

It is concluded that the entropy generation number for balanced
heat exchangers is not affected by rP, rd and SL and mainly
depends on the Tr and Re. Minimum values of the entropy gen-
eration number are located at maximum and minimum effective-
ness while their peak values are located at effectiveness of about
0.5.

3.2 Balanced Heat Exchangers with Negligible Pressure
Drop Irreversibility. For balanced counter flow heat exchanger,
Eq. �4� gives

T1,o = T1 + ��T2 − T1� and T2,o = T2 − ��T2 − T1�
Hence, by neglecting pressure drop Eq. �11� becomes:

Ns = ln�T1,o

T1
� + ln�T2,o

T2
� = ln�T1,oT2,o

T1T2
�

= ln� �T1 + ��T2 − T1���T2 − ��T2 − T1��
T1T2

�
= ln�1 +

��1 − ���Tr − 1�2

Tr
� �12�

The behavior of Ns, for different temperature ratios, Tr, is illus-
trated in Fig. 5. The entropy generation number is zero when �
→0 and �→1 and it is maximum at �=0.5, where dNs /d�=0
from the above equation. The maximum entropy generation num-
ber increases when the temperature ratio Tr increases. It is reason-
able to expect that the entropy generation number, i.e., irrevers-
ibility, decreases when �→1. The behaviors of Ns when �→0 is
perfectly clear and logical; it is a well known result although not
in terms of entropy generation numbers. Decreasing � to small
values means less heat transferred and obviously the entropy pro-
duction number decreases toward zero. There is no heat require-
ment to call for an “absent” exchanger ��=0�. The heat exchanger
is very badly designed or deeply scaled and the working condi-
tions are inappropriately chosen for � to become small. This
shows that the heat exchanger should be operated at � greater than
0.5 and the well operating conditions will be achieved when �
approaches from one where low irreversibility is expected.

3.3 Flow Imbalance Irreversibility with Negligible Pres-
sure Drop. Consider first an imbalanced counter flow heat ex-
changer with thermal capacity flow rate ratios as:

� =
ṁ1CP1

ṁ2CP2

� 1.0 �13�

Since, according the definition of the heat exchanger effectiveness
given in Eq. �4�

T1,o = T1 +
��T2 − T1�

�
and T2,o = T2 − ��T2 − T1� �14�

then by substituting into Eq. �2�, it is possible for zero pressure
drops ��P1=�P2=0� to obtain the equation for overall entropy
generation number for imbalanced heat exchangers as:

Ns = � ln�T1,o

T1
� + ln�T2,o

T2
�

= ln��1 − ��1 − Tr���1 +
��1 − Tr�

�Tr
��� �15�

Then for the ideal case when �=1, and �P1=�P2=0

Ns = ln�Tr�1 +
�1 − Tr�

�Tr
��� �16�

Figure 6 shows the dependence of Ns on � and temperature ratio
Tr. Flow imbalance irreversibility increases with the increase of �
and decrease of temperature ratio Tr. For balanced counter flow
heat exchangers ��=1� flow irreversibility does not exist �Ns
=0� according to Eq. �16�. Therefore, it can be concluded that the
irreversibility occurs due to the unequal capacity flow rates �flow
imbalance irreversibility� only.

4 Imbalanced Heat Exchangers
In the present work, a new equation representing approximately

the entropy generation number is desired by assuming the relative
pressure drops ��P /P� along each stream are sufficiently small
and the conductive thermal resistance of the wall which separates
fluids is negligible. In this case the pressure terms ln�P1,o /P1� and
ln�P2,o /P2� are approximately equal �−�P1 /P1� and �−�P2 /P2�,
respectively. Taking into account these approximations a new
equation is obtained as a result from the substitutions of Eqs.
�4�–�10� into Eq. �3�. This new equation, Eq. �17�, is given for the
two streams of the heat exchanger together as follows:

Ns = 	�0.1421�1
0.2R

�1CP1
�� m1

1.8L

�P1d1
4.8�

��1 + ��1�2
0.2

�2�1
0.2�� rPrd4.8

mr2.8�1 − rd�3�1 + rd�1.8��

+ 	ln��1 − ��1 − Tr���1 +

��1 − Tr�
�Tr

���
 �17�

The first term on the right hand side represents the contribution of

Fig. 5 Entropy generation number in a balanced counter flow
heat exchanger at zero pressure drops

Fig. 6 The entropy generation number for imbalanced counter
flow heat exchangers as dependent on � and Tr at zero pres-
sure drop

Journal of Heat Transfer JANUARY 2006, Vol. 128 / 89

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



the pressure terms and the second term represents the contribution
of the temperature terms. Comparisons between the values of the
entropy generation numbers obtained from this equation with that
obtained from Eq. �3� �exact values for imbalanced heat exchang-
ers�, are presented in Fig. 7 against the effectiveness of the heat
exchanger at SL=20, Re2=5�104, rP=1, rd=0.5, �=1 and dif-
ferent temperature ratios. It is clearly shown that the value ob-
tained from the new equation, Eq. �17�, approximately equals the
corresponding exact one in all cases.

4.1 Comparison Between the New Equation and Another
One. The equation deuced by Bejan �4� for one side of the heat
exchanger surface, which it is considered for the comparison, is

Ns1 =
�2

St1
�Dh

4L
�

1

+
R

Cp
g1

2f1� 4L

Dh
�

1
�18�

where �2= �T2−T1�2 /T1T2, g1 is a mass velocity �g1

=G1 / �2�P1�0.5� and St1 is Stanton number �St1= h̄1 / �CP1G1��.
Where h̄1 is inner side heat transfer coefficients based on A1 in the
present work taken as:

h̄1 =
ṁ1CP1

�T1,o − T1�

	d1L� �T2 + T2,o� − �T1 + T1,o�
2

�
At SL=20, Re2=5�104, rP=1, rd=0.5, �=1, Tr=0.7–0.9 and
�=0.6–0.9, the values obtained from Bejan �4� �Eq. �18�� for one
heat exchanger side, are compared with values determined from
Eq. �3� and Eq. �17� in Fig. 7 for the two sides. The double values
of the entropy generation obtained from the Bejan �4� equation
have bigger deviations from the exact values compared to those
obtained from the new equation. The figure also shows that the
new equation can be used to express the entropy generation num-
bers with smallest deviation from the exact value. Figures 7 and 8
also show that the entropy generation number for imbalanced heat
exchangers decreased as increasing Tr values and it has a para-
bolic variation with �. The new equation, Eq. �17�, was adapted
from the exact one �Eq. �3�� by assuming ��P /P� is small but
Bejan equation �Eq. �18�� was adapted by assuming ��P /P�,
��T /T� are small and �1−��
1. Therefore the new equation �Eq.
�17�� is more accurate and considers a wider range of temperature
ratios compared with the Bejan Eq. �18�.

4.2 Minimum Irreversibility in Imbalanced Heat
Exchangers. The minimization of irreversibility in heat exchang-
ers with specified mass flow demand is very important from a
practical point of view. In Eqs. �2� and �3�, it is clear that the
entropy generation number has contributions from three sources
of irreversibility, namely, from temperature difference during
stream to stream heat transfer, NsT, the pressure drop along the
first stream and the pressure drop along the second stream. Figure

9 shows that the values of the entropy generation number due to
the last two contributions, NsP, is too low compared with that
received from the first one, NsT, so it can be neglected. Then the
first source can be used to find minimum entropy generation
number.

As clear from Figs. 10 and 11 and as it is concluded in Sec. 3.3
for the ideal case �when �=1, and �P1=�P2=0�, the entropy
generation number decreased with the increase of Tr and the de-
crease of �. Therefore, by taking these figures into consideration,
the minimum entropy generation number at constant Tr depends
mainly on the effectiveness, �, of the heat exchanger and �. The
maximum entropy generation number occurs at locations where
�=� / �1+�� �which can be reached by differentiating the tem-
perature contribution term in Eq. �17� with respect to ��.

Different working regimes have opposite influence on the en-
tropy generation number in the system. Therefore the most wanted
combination of the effects of different parameters on minimal ir-

Fig. 7 Comparisons between Ns values obtained from the new
equation with the corresponding exact one at SL=20, Re2=5
Ã104, rP=1, rd=0.5, �=1 and different Tr

Fig. 8 Comparisons between the new and Bejan †4‡ equations
with the corresponding exact values at SL=20, Re2=5Ã104,
rP=1, rd=0.5, �=1, Tr=0.7–0.9 and �=0.6–0.9

Fig. 9 Entropy generation number due to temperature differ-
ence, NsT, and pressure drops, NsP, against � at �=1 for dif-
ferent Tr

Fig. 10 Entropy generation number, Ns, against 1/� at �
=0.5 for different Tr
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reversibility should be determined. To facilitate this combination
of similar heat exchangers, guide charts �Figs. 12–14� are pre-
sented in a form of Ns against � curves for different � and Tr.

The above analyses show that increase in the heat exchanger
effectiveness, �, increases the entropy generation numbers, Nst, to
peak value, depending on the temperature ratios, and then de-
creases Nst to minimum value when � approaches from one.
These peak values are obtained at � equal 0.5 for balanced heat
exchangers and � greater than 0.5 for the unbalanced heat ex-
changer, at different temperature ratios. However, small effective-
ness means low rate of heat transfer, thus, it is recommended that
the heat exchanger should be operated at � greater than 0.5 and
the well operating conditions will be achieved when � approaches
from one where low irreversibility is expected.

5 Conclusions

1. It is concluded that the values of entropy generation number,
Nst, for heat exchangers are not significantly affected by
varying rP, rd and SL values but mainly depend upon the Tr.

The maximum value of the entropy generation number, Nst,
increases when the temperature ratio Tr decreases.

2. The effect of values of pressure drops on the entropy gen-
eration number is so small compared with the effect of tem-
perature difference that in general heat transfer irreversibili-
ties are dominant for heat exchangers.

3. Neglecting pressure drops locates the peak value for the ir-
reversibility for balanced heat exchangers at �=0.5, and at
�=� / �1+�� for imbalanced heat exchangers.

4. The heat exchanger should be operated at � greater than 0.5
and the well operating conditions will be achieved when �
approaches from one where low irreversibility is expected.

5. The new equation, Eq. �17�, suggested in this work can be
used to express the entropy generation numbers for unbal-
anced heat exchangers of similar design with only a small
deviation from the exact values for unbalanced heat ex-
changers.

6. The guide charts presented in this work can be used to de-
termine the most wanted combination of the effects of dif-
ferent parameters to obtain minimal irreversibility.

Nomenclature
A � passage flow area, m2

CP � specific heat at constant pressure, kJ/kg K
Dh � hydraulic diameter, m

f � friction coefficient
G � mass velocity, kg/m2 s
g � dimensionless mass flow rate, g=G / �2�P�0.5

h̄ � convection heat transfer coefficient, kW/m2 K
L � heat exchanger length, m
ṁ � mass flow rate, kg/s

mr � inner to outer side mass flow rate ratio
Ns � entropy generation number

NsP � entropy generation number associated with the
pressure drops

NsT � entropy generation number associated with the
temperature difference.

P � air pressure, Pa
R � gas constant, kJ/kg K

Re � Reynolds number, Re=G ·Dh /�
rd � inner diameters ratio of the double pipe
rP � inner to outer side inlet pressure ratio
SL � inner passage slenderness ratio
St � stanton number, St= h̄ / �CPG�
T � air temperature, K

Tr � inner to outer side inlet air streams temperature
ratio

Greek Symbols
�P � difference between inlet and exit pressures, Pa

Fig. 11 Entropy generation number, Ns, against � at 1/�=0.5
for different Tr

Fig. 12 Entropy generation number, Ns, against � at Tr
=0.2,0.6 for different 1/�

Fig. 13 Entropy generation number, Ns, against � at Tr
=0.4,0.8 for different 1/�

Fig. 14 Entropy generation number, Ns, against � at Tr
=0.5,0.9 for different 1/�
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�Ṡs � rate of entropy generation for the isolated sys-
tem, kW/K

�T � temperature difference, K
� � heat exchanger effectiveness
� � dynamic viscosity, Pa s
� � air density, kg/m3

�2 � dimensionless temp. parameter,
�2= �T2−T1�2 /T1T2

� � inner to outer side capacity flow rates ratio

Subscripts and Superscripts
1, 2 � inner and outer sides

o � air stream exit condition
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In testing packaged high-power integrated circuits, active thermal
control is useful in providing die-level temperature stability. A
time-varying heat load is applied to the surface of the package to
compensate for the time-varying test power sequence applied to
the die. An earlier study determined the proper control heat load
for a single-frequency sinusoidal variation in die power subject to
a finite allowed temperature variation on the die. Actual test
power sequences contain many frequencies at various phase
angles, each contributing to the temperature variation of the die.
In the present study, we develop a method of controlling multiple
frequency test sequences subject to a finite temperature tolerance.
It is shown that the total control power may be minimized assign-
ing temperature tolerances to the highest frequencies in the test
power sequence. �DOI: 10.1115/1.2130408�

Keywords: conduction, control, electronics, heat transfer, tem-
perature

1 Introduction
Precise temperature control of high-power microprocessor de-

vices during testing is very important in order to properly classify
the device performance �1�. The device manufacturer specifies a
temperature and an allowed deviation from it during the testing
procedure �e.g., 85°C−0/ +2°C�. A temperature deviation larger
than the prescribed one might lead to an improper classification of
the tested integrated circuit device �e.g., a 2 GHz device is clas-
sified as a 1.8 GHz device� due to reduced signal propagation
speeds at higher temperatures �2�. The test process applies
computer-controlled electrical signals to the device, and, for high-
power devices, this may result in die-average power density in the
range of 100 kW/m2. The frequency components of the die-
average power that are energetic enough to affect die temperature
range from zero to a hundred hertz or so.

Feedback control of the die temperature is usually not possible,
owing to the lack of an accessible die-level temperature sensor.
An alternative approach to thermal management in automatic test-
ing equipment was proposed and tested by Sweetland, Lienhard,
and Slocum �2,3�. In this approach, the surface of the device under
test is heated with laser radiation while simultaneously cooled by

forced convection. Through modulation of the laser power, the
device temperature can be dynamically stabilized to within a set
tolerance.

A significant complication in this scheme arises from the time
required for temperature signal propagation from the device pack-
age surface to the die, upon which the power is actually dissi-
pated. Figure 1 provides a cross-sectional view of a typical high-
power microprocessor device. Sweetland and Lienhard �4�
analyzed the effect of the conductive time lag on the control
power for sinusoidal die power, showing that it tends to increase
the required laser power substantially, and leads to optical powers
several times larger than the die power. Minimization of the re-
quired laser power, which can amount to hundreds of watts or
more, is of great importance in order to limit both the electrical
power consumed by the control system and the added load on the
test facility’s cooling system.

This paper extends the analysis of Sweetland and Lienhard �4�
to multifrequency waveforms, with the aim of determining opti-
mal control power for multifrequency test power sequences. We
show that the control profile calculation with specified die tem-
perature tolerance presented in �4� is not suitable for nonsinusoi-
dal die power profiles, and we develop a new approach for this
situation.

2 Single Frequency Die Power Profiles
The mathematical method follows the one-dimensional model

of Sweetland and Lienhard �4�. Figure 1 shows a typical cross
section of a high-power microprocessor device. For transient re-
sponse, the physical model of such a device is reduced to the
one-dimensional model shown in Fig. 2 as detailed in �4�. The
most important parts for the thermal analysis are the silicon die
and the integrated heat spreader �IHS� which is typically made
from plated copper. A thin layer of a thermal interface material or
grease is used to optimize the heat exchange between die and IHS.
As in the previous work, the interface material is taken to have
thermal resistance, but negligible heat capacity; and losses to the
device substrate are set to zero, giving an upper bound on control
power. As in the earlier study, die’s heat generation is taken to be
uniform over its area, so that attention may be focused on the
analysis of frequency effects on the control scheme �see �5� for
numerical studies of nonuniform die heating�.

The steady periodic transient response can be found using a
complex temperature approach �6�. All steady components of
power and temperature be may set to zero, by superposition, and
attention will be directed to the time-varying response. It is as-
sumed that the solution to the temperature profile in the complex
plane takes the form

W�x,t� = X�x�ei�t �1�

where i=�−1 is the imaginary number and � is the frequency of
die power variation; x is measured from the convection side of the
IHS. The one-dimensional conduction equation in the IHS can be
written

�2W�x,t�
�x2 =

1

at

�W�x,t�
�t

�2�

where at is the thermal diffusivity of the IHS material. The gen-
eral solution for this equation is known to be

X�x� = c1e
−xL�i+1� + c2e

xL�i+1� �3�

where L��� /2at is the unsteady diffusion scale in the IHS.

2.1 IHS Temperature Response. The transient temperature
response of the IHS can be found by decomposing the model
shown in Fig. 2 into two subsystems and superimposing the re-
sults �4�, removing all steady components of optical heating, cool-
ing, and die heating. The transient component of die power is a
single frequency profile of the form
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qd�t� = Qd cos��t� �4�

where Qd is the die power density. In this first step of the analysis,
the die power is applied directly to the die side of the IHS ignor-
ing the influences of the die and the thermal interface material.
The convection side of the IHS is subject to convective boundary
conditions, an average heat transfer coefficient hc with an air tem-
perature Tair=0 K, by superposition, and a control power flux

qc�t� = Qc cos��t + �� �5�

where Qc is the control power density and � is a phase shift. Of
special interest is the die side or back-face �BF� temperature of the
IHS which can be found to be

TBF�t� =
2Qce

bL

kL�A2 + B2�
��A cos � + B sin ��cos��t�

+ �B cos � − A sin ��sin��t�� +
Qde

−bL

kL�P2 + R2�
��U cos�bL�

+ V sin�bL��cos��t� + �U sin�bL� − V cos�bL��sin��t��

+
Qde

bL

kL�P2 + R2�
��P cos�bL� + R sin�bL��cos��t�

+ �R cos�bL� − P sin�bL��sin��t�� �6�

where b is the IHS thickness and k its thermal conductivity. A, B,
P, R, U, and V are mathematical constants as defined in �4� and
are given in the Appendix. It should be noted that the constants
only depend on bL, which is a dimensionless frequency param-
eter, and the Biot number for the convection side of the IHS,
BiIHS=hcb /k.

2.2 Temperature Response of Die. The die normally has
small thermal resistance and can be treated as isothermal for the
frequencies of interest. Its temperature response can be described
by a lumped capacitance model �4�

mcp
dTDIE

dt
= Qd cos��t� −

TDIE − TBF

Rt
�7�

where m is the die mass per unit area and cp is the specific heat
capacity of the die at constant pressure; Rt is the thermal contact
resistance of the interface material. This equation neglects the heat
capacity of the thermal interface material between the die and the
IHS. The die is lumped because the Biot number bDIE/ �RtkDIE� is
small �in the example below, its value is 0.032�.

For ideal die temperature control �TDIE�t�=const and dTDIE/dt
=0�, Eq. �7� can be written as

TBF�t� = − QdRt cos��t� �8�

where the steady component TDIE is set to zero, again by super-
position. To compute the control power density amplitude and
phase shift Qc and � that are required to produce the IHS back-
face temperature given in Eq. �8�, Eq. �6� can be used. The result
is

	 2Qce
bL

A2 + B2 �A cos � + B sin �� + C1Qd + QdkLRt
cos��t�

+ 	 2Qce
bL

A2 + B2 �B cos � − A sin �� + C2Qd
sin��t� = 0 �9�

with the additional definitions

C1 =
e−bL�U cos�bL� + V sin�bL�� + ebL�P cos�bL� + R sin�bL��

P2 + R2

�10�

C2 =
e−bL�U sin�bL� − V cos�bL�� + ebL�R cos�bL� − P sin�bL��

P2 + R2

�11�

Equation �9� must hold true for any time t. Therefore, the sine and
cosine terms have to vanish separately. Using this requirement,
the phase shift � can be computed as

� = arctan�C1B + BkLRt − C2A

C2B + AkLRt + C1A
� �12�

The phase shift � is always picked so that the control power
density, Qc, becomes positive

Qc = −
A2 + B2

2ebL�A cos � + B sin ��
�C1 + kLRt�Qd �13�

2.3 Control Profile Calculation With Specified Die Tem-
perature Tolerance. Sweetland and Lienhard �4� assume in their
analysis a back-face IHS temperature profile TBF�t� and use this
profile to compute the optimal control power for control to a pre-
scribed temperature tolerance. This method yields a small control
power density but not the optimal control power density. Instead
of assuming a back-face IHS temperature, the die temperature
profile TDIE�t� is assumed to be

TDIE�t� =
�T

2
cos��t + �� �14�

where �T is the prescribed temperature tolerance for the device
under test ��T is defined as the peak-to-peak amplitude of the die
temperature profile to be consistent with �4�� and � is an unknown
phase shift. In order to compute the control power profile, the
back-face IHS temperature profile has to be known. This profile
can be computed by using Eq. �14� in Eq. �7� and rearranging the
resulting equation to TBF

Fig. 1 Typical cross section of a high-power microprocessor
device

Fig. 2 Schematic diagram of simplified device for transient
analysis
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TBF�t� = − 	�

�

�T

2
cos � +

�T

2
sin �
sin��t�

− 	�

�

�T

2
sin � −

�T

2
cos � + QdRt
cos��t� �15�

where �=1/mcpRt �1/� is the lumped-capacity time constant as-
sociated with Eq. �7��. To derive Eq. �6� it was assumed that the
die power is applied at the back face of the IHS neglecting the
thermal contact resistance Rt. Equation �7� can be used to find the
actual heat flux from the die into the IHS. This heat flux takes on
the form

qBF�t� = QBF cos��t + �� �16�

with

QBF =
1

2
�4Qd

2 + 4Qd�mcp�T sin � + ��mcp�T�2 �17�

� = arctan�−
�mcp�T cos �

�mcp�T sin � + 2Qd
� �18�

Using this corrected heat flux, Eq. �6� can be written as

TBF�t� = 	 2Qce
bL

A2 + B2 �A cos � + B sin �� +
kL

�
�

�T

2
sin � − kL

�T

2
cos � + QdkLRt + �C1 + C2 tan ���Qd + �mcp

�T

2
sin ��
cos��t�

+ 	 2Qce
bL

A2 + B2 �B cos � − A sin �� +
kL

�
�

�T

2
cos � + kL

�T

2
sin � + �C2 − C1 tan ���Qd + �mcp

�T

2
sin ��
sin��t� �19�

This equation has to hold true for any time t, which yields a phase shift �

� = arctan�− �C2
*�B + C1

*�A��T cos � + �C1
*�B − C2

*�A��T sin � + �C1B + BkLRt − C2A��2Qd

�C1
*�B − C2

*�A��T cos � + �C2
*�B + C1

*�A��T sin � + �C2B + AkLRt + C1A��2Qd
� �20�

where C1
* and C2

* are defined as

C1
* = kL + �mcpC1 and C2

* = kL + �mcpC2 �21�
The control power for this control case can be computed by substituting Eq. �20� into

Qc = −
A2 + B2

2ebL�A cos � + B sin ��	 kL

�
�

�T

2
sin � − kL

�T

2
cos � + QdkLRt + �C1 + C2 tan ���Qd + �mcp

�T

2
sin ��
 �22�

which is derived from Eq. �19� by forcing sine and cosine terms to vanish separately. The phase shift � is again picked so that the
control power density Qc becomes positive.

The solution for � and Qc is still dependent on the unknown phase shift �. To find the optimal control power, Eq. �22� has to be
minimized with respect to �. This can be done by substituting Eq. �20� into Eq. �22� and setting the first derivative with respect to �
of this equation to zero. This yields

� = − arctan� ��C1 + �C2 + �kL + �mcpC1��Rt�kL + �mcp�C1
2 + C2

2��
��C1 − �C2 + �kL + �mcpC2��Rt�kL

� �23�

Using this equation for � in Eq. �20� simplifies the phase shift �
to

� = arctan�C1B + BkLRt − C2A

C2B + AkLRt + C1A
� �24�

This phase shift is identical to that previously derived for control
at constant die temperature �Eq. �12��: The resulting phase shift is
not dependent on the prescribed temperature tolerance �T. Using
Eq. �22� and setting the control power density to zero �Qc

=0 W/m2�, allows us to compute the maximal temperature fluc-
tuation �peak-to-peak� for a given die power profile, which occurs
when no control power is applied

�Tmax =
�kLRt + C1��2Qd

�kL + �mcpC2�� cos � − �kL + �mcpC1�� sin �

�25�

It is interesting to note that the control power density Qc is lin-
early dependent on the prescribed temperature tolerance �T for
the optimal control case

Qc = Qc0 − Qc1�T �26�

where

Qc0 = −
A2 + B2

2ebL�A cos � + B sin ��
�C1 + kLRt�Qd �27�

Qc1 =
A2 + B2

4ebL�A cos � + B sin ��	�kL
�

�
+ �mcpC1�sin �

− �kL + �mcpC2�cos �
 �28�

The constant part of the control power density Qc0 is the control
power that has been calculated previously for control to constant
die temperature �Eq. �13��. The linear coefficient Qc1 is not de-
pendent on the die power density, Qd, but will increase with an
increase in the frequency of die power fluctuation �. This result is
of special importance for the discussion of nonsinusoidal control
power profiles.

Using the method presented in �4� to compute the optimal con-
trol profile for a prescribed temperature tolerance, the phase shift
� was found to be

� = arctan�− �mcpRt� �29�

This phase shift will yield a small, but not optimal, control power
density as can be seen in the following example.

Example. A dimensional example for the control of a single-
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frequency die power profile to a prescribed temperature tolerance
is given in Fig. 3. The material data for this example is given in
Table 1, and further properties, including the geometry, are pre-
sented in Table 2. �The geometrical values are representative and
are chosen only for purposes of illustration.� The die power profile
is given by Eq. �4� with a frequency of 5 Hz and a die power
density magnitude of Qd=10 W/cm2. The prescribed temperature
tolerance is varied from 0 K to 7 K in increments of 1 K. The
center point in Fig. 3 marks the solution for a constant die tem-
perature �T�0. Every ring around this center point represents the
solution for a single prescribed temperature tolerance and phase
shifts 0���2�. The optimal solution is represented by the ver-
tical line at �=330.21 deg: Note that the intersection points of the
optimal solution and the rings are equally spaced; this follows
from Eq. �26�. The points computed using the method proposed
by Sweetland and Lienhard �4� are marked with circles. It can be
seen that they are relatively close to the optimal solution in terms
of the control power density Qc but yield different phase shifts �.
The maximal temperature fluctuation for this example can be
computed from Eq. �25�, giving �Tmax=7.67 K.

Figure 4 shows the effect of die power frequency variation on
the required control power. The upper line indicates the control
power needed to obtain a constant die temperature Qc0. This
power grows rapidly with rising frequency due to the fact that the
thermal mass of the IHS has to be driven over the same tempera-
ture difference faster at higher die power frequency. Clearly, con-
trol to zero fluctuation will become impractical owing to the very
high control powers required. Commercially available diode lasers

will be limited to optical powers of a few hundred watts or so,
facilitating heat fluxes in the range of several hundred watts per
square centimeter at most �2,3�.

The lower line in Fig. 4 shows the control power that can be
saved by allowing the die temperature to fluctuate with a repre-
sentative peak-to-peak amplitude of �T=1 K. This lower line will
be the same for all die power densities Qd since Qc1� f�Qd�. The
net control power with a fluctuation Qc in Eq. �26� can be seen to
decrease as the allowed tolerance �T is increased, a fact that will
be important for control of a nonsinusoidal die power profile.

3 Nonsinusoidal Die Power Profiles
The computation of control power profiles for the more realistic

case of nonsinusoidal die power is based on the equations derived
in the previous section. Instead of using the die power profile
defined in Eq. �4�, this profile now becomes a series. In general,
this may be an infinite series, but significant power will be asso-
ciated with only the first N terms, where N must be determined on
a case by case basis. The die power profile may thus be written as
a truncated series

qd�t� = 
n=1

N

�Qd�n cos��nt + 	n� �30�

where n denotes the nth frequency and 	n its phase shift. The
control power profile for this more realistic die power profile is

qc�t� = 
n=1

N

�Qc�n cos��nt + 	n + �n� �31�

In order to control the die temperature to a prescribed total tem-
perature tolerance, a die temperature profile of the following form
is assumed:

TDIE�t� = 
n=1

N
�Tn

2
cos��nt + 	n + �n� �32�

The difficulty in controlling a nonsinusoidal die power profile
arises from this equation. The prescribed temperature tolerance
�T is the peak-to-peak amplitude of Eq. �32�. There is no a priori
basis for dividing this total tolerance among the amplitudes and
phase shifts of the individual frequencies �Tn. If the individual
tolerances �Tn are specified, then the corresponding control
power for frequency �n may be calculated by using the same
method as for a single frequency to find �Qc�n and �n. An optimal
division of the total tolerance among the component frequencies
may be calculated analytically only for certain simple cases, and
in general it must be found by numerical interation.

An upper bound on the amplitude of Eq. �32� is given by

Fig. 3 Control power densities and phase shifts for single fre-
quency die power profile „�=5 Hz and Qc=10 W/cm2

… and mul-
tiple prescribed temperature tolerances �T. The problem prop-
erties are given in Tables 1 and 2. The circles � mark the points
computed using the method given in †4‡.

Table 1 Material properties for examples

Table 2 Problem properties and geometry for examples

Fig. 4 Control power density for optimal control of a single
frequency die power profile with Qd=10 W/cm2 and frequen-
cies from zero to 50 HZ
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�T = 
n

�Tn �33�

which can be used for an initial guess of the temperature toler-
ances, �Tn. Some iteration will usually be necessary to get from
this initial guess to the optimal solution. The proposed process of
splitting the total temperature tolerance follows from one main
conclusion from the previous section: The possible gain in control
power for a specific temperature tolerance is larger the higher the
frequency. In other words, applying a temperature tolerance to a
higher frequency will lead to a larger reduction of the required
control power than applying the same temperature tolerance to a
lower frequency. Therefore, the following steps will yield an op-
timized control power profile:

1. Sort the frequency data according to their frequencies, �n
�where n=1, . . . ,N�, starting with the lowest frequency that
gets the index n=1. Compute the maximal temperature fluc-
tuation for the uncontrolled case ��Tmax�n for each fre-
quency using Eq. �25�.

2. The total prescribed temperature tolerance �T can now be
split into temperature tolerances for each frequency �Tn.
This can be done using Eq. �33� as follows. The splitting
process starts with the highest frequency �n=N�. If the total
prescribed temperature tolerance is larger than the maximal
temperature fluctuation for this frequency n, its prescribed
temperature tolerance is simply

�Tn = ��Tmax�n �34�

and this temperature tolerance is subtracted from the total
prescribed temperature tolerance. This step is repeated for
the next lower frequency until the remaining total prescribed
temperature tolerance is smaller than the maximal tempera-
ture fluctuation ��Tmax�n. If that is the case, the temperature
tolerance �Tn becomes

�Tn = �T − 
n+1

N

��Tmax�n �35�

All remaining lower frequencies have to be controlled to
�Tn=0 K.

3. The control power computed in steps 1 and 2 is too large,
because it is based on the upper bound Eq. �32�. The actual
amplitude of the die temperature can now be computed by
evaluating Eq. �32�. The difference between the actual am-
plitude and the prescribed temperature tolerance is then
added to the lowest frequency for which �Tn�0. This step
has to be repeated until the difference is smaller than a de-
sired accuracy 
.

Knowing the temperature tolerances for each frequency n, the
required phase shifts �n and �n as well as the control power den-

sities, �Qc�n, can be computed from Eqs. �22�–�24�, respectively.
The control power profile can be evaluated from Eq. �31�.

Comparison of the uncontrolled ��T�max for the highest fre-
quency N in the truncated series to the overall tolerance gives an
indication of whether the series has been truncated at too low a
value of N. The sensitivity of the result to the chosen N may be
checked by changing the value of N.

Example. A square wave die power profile and a triangular
wave die power profile are used as dimensional examples for the
control of a nonsinusoidal die power profile. The square wave
profile can be written as

qd�t� =
4Q

� 
n=1

4
1

2n − 1
cos��2n − 1�� · 2� · t −

�

2
� �36�

where Q is the amplitude of the square wave1 and � its frequency
in hertz. The die power profile is assumed to have an amplitude
Q=10 W/cm2 with a frequency of �=5 Hz. Further properties
are given in Tables 1 and 2. Table 3 provides an overview of the
results. The first two lines give the phase shifts �n and �n and the
third line the maximal temperature fluctuations for the uncon-
trolled case ��Tmax�n. The next two lines are the temperature tol-
erances �Tn before and after the optimization described previ-
ously. Note that the prescribed temperature tolerances for the first
two frequencies equal the maximal temperature fluctuations for
these frequencies. The temperature tolerance for the third fre-
quency is changed during the optimization process to match the
actual die temperature magnitude and the prescribed total tem-
perature tolerance with an accuracy 
=10−4 K. The temperature
tolerances �Tn before the optimization sum up to the prescribed
total temperature tolerance �T according to Eq. �33� whereas the
sum of the temperature tolerances �Tn after the optimization is
larger than �T. The next line gives the control power densities
�Qc�n after the optimization process. The control power densities
for the first two frequencies are zero since these two frequencies
are allowed to fluctuate uncontrolled ��Tn= ��Tmax�n�. The last
line shows the control power densities �Qc0�n that are required to
control the die temperature to be constant �TDIE=0�.

Figure 5 shows the temperature and power profiles for this ex-
ample. The upper figure shows the convection-side and the back-
face temperature profile of the IHS along with the die temperature
profile. The lower figure shows the die power and the control
power profile. The die power profile has the form of a square
wave whereas the control power profile only consists of two fre-
quencies as given in Table 3. The control power necessary to
control a single frequency die power profile with the same power
density and frequency is, according to Fig. 3, Qc=63.64 W/cm2.
This control power is about a third of the power required to con-

1Half the peak-to-peak amplitude.

Table 3 Results for square wave die power profile with a prescribed temperature tolerance
�T=2 K
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trol a square wave die power profile. The reason for this large
difference can be found in the relatively sharp edges in the square
wave die power profile which drive the temperature faster than a
sine wave does.

The second example is for a triangular wave die power profile
of the form

qd�t� =
8Q

�2 
n=1

4
1

�2n − 1�2 cos��2n − 1�� · 2� · t + �− 1�n�

2
�

�37�

The die power density is again set to Qd=10 W/cm2 and the
frequency to �=5 Hz. The results for this example are summa-
rized in Table 4. Only the temperature tolerance for lowest fre-
quency �T4 is not equal to its maximal �uncontrolled� temperature
fluctuation, ��Tmax�1, and is changed during the optimization pro-
cess. The phase shifts �n and �n are the same as for the square
wave die power profile since they are only dependent on the fre-
quencies �n. Figure 6 shows the temperature and power profiles
for this example. The required control power of Qc
=53.63 W/cm2 is even smaller than for a single frequency die
power profile.

4 Summary
The temperature control in a distributed-parameter thermal sys-

tem presented in �4� has been extended to nonsinusoidal input
power profiles. A method for determining the optimal control

power has been developed for a single frequency power input and
was extended to find the optimal control power profile for nonsi-
nusoidal input power profiles. It is shown that control tolerances
should be assigned to the highest frequencies first, so as to limit
the total power required. The control power scheme developed in
this paper could help to reduce optical laser power and therefore
costs for the proposed control method.
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Nomenclature
A ,B , P ,R ,U ,V � Mathematical constants, see the Appendix

at � Thermal diffusivity, m2/s
BiIHS � Biot number for top side of IHS hcb /k

b � IHS thickness, m
C1 ,C2 � Mathematical constants, Eqs. �10� and �11�
C1

* ,C2
* � Mathematical constants, Eq. �21�

c1 ,c2 � Mathematical constants, Eq. �3�
cp � Specific heat capacity at constant pressure,

J/kg K
hc � Average convective transfer coefficient

W/m2 K

Fig. 5 Temperature and power profiles for square wave die
power profile and a prescribed temperature tolerance of �T
=2 K. Properties are given in Tables 1 and 2.

Table 4 Results for triangular wave die power profile with a prescribed temperature tolerance
�T=2 K

Fig. 6 Temperature and power profiles for triangular wave die
power profile and a prescribed temperature tolerance of �T
=2 K. Properties are given in Tables 1 and 2.
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i � The imaginary number �−1
k � Thermal conductivity, W/m K
L � Unsteady diffusion scale in IHS �� /2at,

1/m
m � Die mass per unit area, kg/m2

n � Index for nonsinusoidal die power profiles
QBF � Power density of heat flux from die into

IHS, Eq. �17�, W/m2

Qc � Control power density, W/m2

Qc0 � Constant part of control power for optimal
control case, Eq. �27�, W/m2

Qc1 � Linear coefficient of control power for opti-
mal control case, Eq. �28�, W/m2 K

Qd � Die power density, W/m2

qBF�t� � Heat flux from die into IHS, Eq. �16�,
W/m2

qc�t� � Control power flux, Eqs. �5� and �31�,
W/m2

qd�t� � Die power flux, Eqs. �4� and �30�, W/m2

Rt � Thermal contact resistance, K m2/W
TBF�t� � Back-face IHS temperature, Eq. �6�, K

TDIE�t� � Die temperature, K
�T � Prescribed temperature tolerance, K

�Tmax � Maximal temperature fluctuation for uncon-
trolled case, Eq. �25�, K

t � Time, s
W�x , t� � Complex temperature solution, Eq. �1�

X�x� � Real part of complex temperature solution,
K

x � Distance from convection-side of IHS, m

Greek Symbols
� ,� ,� ,	 � Phase shifts, rad

� � Lumped frequency response of die
1/mcpRt, 1/s

� � Frequency of die power variation, rad/s

Appendix: Mathematical Constants
The following mathematical constants are taken from �4�:

A =
BiIHS

bL
cos�bL��e2bL + 1� − �cos�bL� + sin�bL��

+ e2bL�cos�bL� − sin�bL��

B =
BiIHS

bL
sin�bL��e2bL − 1� − �cos�bL� − sin�bL��

+ e2bL�cos�bL� + sin�bL��

P = ebL�cos�bL� − sin�bL�� −
e−bL

D
�G cos�bL� + N sin�bL��

R = ebL�sin�bL� + cos�bL�� +
e−bL

D
�G sin�bL� − N cos�bL��

U =
P · E + R · F

D

V =
P · F − E · R

D

where

D = hc
2 + 2hckL + 2�kL�2

E = 2�kL�2 − hc
2

and F = 2hckL
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Equations were derived for the forces experienced by the growing
bubble in displacing the liquid radially. The derivation was based
on integrating the viscous dissipation function over the entire sur-
face of the bubble. The resulted equations were applicable to
bubbles in boiling and in cavitation. The derived equations were
validated by applying them to the heterogeneous nucleation and
growth of bubbles from cavities in pool boiling and in cavitation.
The derived equations approached asymptotically the familiar
equation of heterogeneous nucleation and growth of bubbles.
�DOI: 10.1115/1.2130409�

Keywords: heat transfer, boiling, cavitation, bubble growth, ana-
lytical solution, viscous dispersion

1 Introduction
Flow systems involving a mixture of gas or vapor bubbles and

liquid have many applications in chemical and mechanical engi-
neering industries and in nuclear-power generation. In all these
applications, bubbles exhibit frictional dissipation due to the vis-
cosity of the liquid.

The viscous dissipation at the surfaces of gas bubbles is quite
different from that of vapor bubbles originating from their own
liquids in superheated and non-equilibrium states. Vapor bubbles
grow in size as they rise through the liquid. These bubbles accel-
erate during their rise in superheated liquids. They experience
drag in their trajectory besides other forces, e.g., impulse due to
virtual mass, gravity, lift, history, and buoyancy. These forces are
either in the direction of motion or opposite to it. There are other
forces that act in the radial direction of the bubble, e.g., pressure
forces, surface tension, and fluid displacement force. Determina-
tion of these forces on the growing bubble is equally important for
the exact prediction of the parameters associated with boiling,
flashing flow, and cavitation.

Basically there are three different mechanisms that control the
rate of growth of a bubble. These mechanisms are referred to as
inertia-controlled, thermal diffusion-controlled, and mass
diffusion-controlled growth. Theoretical studies of the thermal
diffusion-controlled growth of a vapor bubble in a uniformly su-
perheated liquid have been reported earlier by Plesset and Zwick
�1�, Scriven �2�, and Bankoff �3�. All the results agree that the
bubble grows as a function proportional to the square root of time.

A unified theory for the thermal diffusion-controlled growth
and collapse of bubbles is produced by Riznic, Kojasoy, and
Zuber �4�. They integrated the energy equation and produced
closed form solutions for the growth and collapse at high and low
Jakob �Ja� numbers. They also showed that for large Ja number,
the radius of the bubble depends upon the first power of Ja num-
ber.

The significant contribution to the understanding of thermohy-
drodynamics of growing and collapsing bubble derives from two
careful analytical and numerical studies by Magnaudet and Leg-
endre �5� and Legendre et al. �6�. These papers considered the
possible forces encountered during growing and collapsing
bubbles, namely, viscous, virtual mass, buoyancy, and history.
They mentioned the fluid displacement force, but in association
with the virtual mass.

In general, not enough attention has been paid to the effects of
the displacement forces of the liquid on the growing bubble.
Therefore, we decided to undertake the task of obtaining some
analytical expressions of relatively simple form regarding this
phenomenon.

2 Theoretical Analysis
Assume that the fluid is incompressible, neglect the boundary

layer separation at the bubble surface, and let the bubble main-
tains a spherical shape during growth. Assume a stationary bubble
of radius a growing in a uniformly superheated liquid. The flow
field around this bubble is purely radial and given by Leal �7� as
follows

Vr = �a

r
�2da

dt
�1�

Here r is the polar coordinate and t is time. The main assumption
of Eq. �1� is that the volume rate of production of vapor must be
equal to the rate of increase of bubble size. The total rate of
viscous dissipation E due to this radial motion of the liquid is
given by Taylor �8� and utilized previously by Kendoush �9� as
follows:

E =
1

2�
0

�

� f� �

�r
�Vr�2	

r=a

2�a2 sin �d� �2�

Here � f is the absolute viscosity of liquid and � is the polar
coordinate. Substituting Eq. �1� into Eq. �2� and completing the
integration leads to the following:

E = 8�� fa�da

dt
�2

�3�

The displacement force in the liquid due to the growing bubble
acts radially in the entire region around the surface of the bubble.
It is given as follows:

F = E�da

dt
�−1

�4�

This is a new equation that can be applied to bubble growth con-
trolled by thermal diffusion, mass diffusion, or inertia. For bubble
growth controlled by thermal diffusion and at high Ja numbers
�Ja�16�, Riznic et al. �4� derived the following equation under
the following assumptions:

• Moving boundary during phase change
• Neglecting effects of inertia and of surface tension
• Time dependent interface temperature

a = �Ja��t

3
�1/2

�5�

where � represents the thermal diffusivity of liquid and the Jakob
number �Ja=� fCp�T /�g�� represents the ratio of the maximum
bubble radius to the thickness of the superheated film around the
bubble �Boucher and Alves �10��. High Ja number fluids are as-
sociated with a thin layer of superheated liquid around the bubble
and vice versa. Here � f and �g are the density of liquid and vapor
respectively, Cp is the specific heat of liquid, �T is the tempera-
ture excess, and � is the latent heat of evaporation.

The differentiation of Eq. �5� gives
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da

dt
=

�

2
Ja� �

3t
�1/2

�6�

Substituting Eqs. �5� and �6� into Eq. �4� gives the displacement
force at high Ja number as follows:

FH =
4

3
�3� f��Ja�2 �7�

For low Ja numbers, Ja	16, Riznic et al. �4� derived the follow-
ing equation under the same assumptions mentioned above:

a = �2�Jat�1/2 �8�
The differentiation of Eq. �8� leads to

da

dt
= ��Ja

2t
�1/2

�9�

Substituting Eqs. �8� and �9� into Eq. �4� gives the displacement
force at low Ja number

FL = 8�� f�Ja �10�

3 Validation and Discussion
The forces derived earlier shall be applied to the case of the

heterogeneous nucleation and growth of bubbles in pool boiling.
The nucleation is based on adopting an ideal cavity as shown in
Fig. 1. As the bubble grows, its radius of curvature changes. The
radius of curvature equals to the radius of the cavity opening. This
means that the contact angle is 90°.

The mechanical equilibrium equation of the bubble whose in-
side vapor pressure is Pg is given by the following:

Pg = P +
2


a
+

F

2�a2 �11�

where 
 is the surface tension of the bubble, P is the local hydro-
static pressure of the liquid, and F should be provided either from
Eq. �7� or �10� depending on the magnitude of the Ja number.
Note that a hemispherical bubble �Fig. 1� was considered in Eq.
�11�. A more general case of Eq. �11� is given below

Pg = P +
2


a
+

F

x�a2 �12�

where x represents the fraction of the surface area of the bubble
that emerges from the mouth of the cavity. The fraction x is a
function of the contact angle. Figure 2 illustrates the forces acting
on a spherically shaped growing bubble.

For the bubble to grow at the mouth of the cavity, the surface
temperature Ts must be higher than the saturation temperature by
the following amount:

Ts = Tsat +
dT

dP
�Pg − P� �13�

Here Tsat is the saturation temperature. Using the equation of
Clausius-Clapeyron along the P-T saturation curve, yields

dP

dT
=

�

��g − � f�Tsat
�14�

Here �g and � f are the specific volume of vapor and liquid, re-
spectively. If �g�� f and, since vg=1/�g, then

dT

dP
=

Tsat

��g
�15�

and Eq. �13� becomes the following:

Ts = Tsat +
Tsat

��g
�2


a
+

F

2�a2	 �16�

In this equation, a hemispherical bubble was assumed at the
mouth of the cavity. Equation �16� reduces to the familiar equa-
tion of heterogeneous nucleation �Theofanous et al. �11�� upon
letting F→0, that is

Ts − Tsat =
2
Tsat

a��g
�17�

Thus the present solution is valid by its asymptotic approach to
Eq. �17�. The conditions under which F→0 are the following:
Gas bubbles rising in liquids saturated with the same gas of the
bubble exhibit no significant diffusion of gas from liquid into the
bubble interior, thus the bubble will not be able to displace liquid
around it.

Multiplying both sides of Eq. �16� by h �the boiling heat trans-
fer coefficient, kW/m2 K� gives the following:

q =
hTsat

��g
�2


a
+

F

2�a2� �18�

where q is the heat flux, kW/m2 �=h�Ts−Tsat��. Prosperetti and
Plesset �12� derived the following equation for the time rate of
change of bubble radius caused by fluid inertia:

da

dt
= �2

3

Pg − P

� f
	1/2

�19�

Substituting Eq. �19� into Eq. �18� by considering Eq. �4� gives

q =
hTsat

��g
�2


a
+

4� f

a
�2

3

Pg − P

� f
	1/2	 �20�

Kang �13� used water to study boiling heat transfer from a vertical
tube with different rough surfaces. For an 11 K superheat, the
quantity Pg−P becomes equal to 6104 N/m2 with P is the at-
mospheric pressure. Using the water properties at 373 K in Table
1 and for a bubble radius a=3 �m, Eq. �20� becomes the follow-
ing:

Fig. 1 Ideal cavity on the heated surface

Fig. 2 Forces acting on a spherical vapor bubble
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q = 11.66h �21�

Bubble radii of 3.5 �m and 4 �m were used in Eq. �20� and
plotted in Fig. 3 that shows a comparison between Eq. �20�, the
experimental data of Kang �13�, and the correlation of Cornwell
and Houston �14�. The present solution is closer to the experimen-
tal data than the correlation of Cornwell and Houston �14�. Upon
the increase in the bubble radius a tendency is noticed toward the
rougher surface of the heating tube, as small bubbles originate
from minute crevices in relatively smooth surfaces. Note that � in
Fig. 3 represents the average tube surface roughness in rms value.

For further comparison with data of the thermal-controlled
bubble growth, Koumoutsos et al. �15� performed experimental
and theoretical studies on flow boiling. They photographed
bubbles in forced-convection nucleate boiling. The heat flux in
flow boiling can be given as follows:

q = U�� f �22�

where U is the mean liquid velocity at the bubble surface. Equat-
ing this equation to Eq. �20� yields the following formula for the
radius of the bubble:

a =

hTsat�2
 + 4� f
da

dt
�

U�2� f�g
�23�

Divide through out by ao �the initial bubble radius� to get the
following:

a

ao
=

hTsat�2
 + 4� f
da

dt
�

aoU�2� f�g
�24�

Koumoutsos et al. �15� reported a superheat of 15 K that gives
Pg−P=7104 N/m2. For ao=1.6 nm and the water properties at
373 K of Table 1, Eq. �24� is calculated and displayed in Fig. 4
where the agreement of the present solution with the experimental
data and theoretical solution of Koumoutsos et al. �15� is notice-
able.

For the mass diffusion-controlled bubble growth normally en-
countered in cavitation, we present the following comparison with
the theoretical results of Daily and Johnson �16� that was men-
tioned by Brennon �17�. Substituting Eq. �19� into Eq. �11� gives
the following:

Pg − P −
4� f

a
�2

3

Pg − P

� f
	1/2

=
2


a
�25�

Let y=Pg−P, this equation becomes as follows:

y −
4� f

a
�2

3

y

� f
	1/2

=
2


a
�26�

Using the physical properties of water at 298 K from Table 1, this
equation was solved for y at different values of a by using
MATLAB and the solution is shown by the solid line in Fig. 5. The
dashed line is the solution of Daily and Johnson �16� which rep-
resents the locus of peaks as shown in their Fig. 2.4 of Brennon
�17�. The agreement between the two solutions is agreeable.

Table 1 Physical properties of water at atmospheric pressure

Fig. 3 Comparison of the present solution „—…, Eq. „20… with
the experimental data of Kang †13‡ „���… and the correlation
of Cornwell and Houston †14‡ „-------… for boiling bubble

Fig. 4 Comparison of the present solution „—…, Eq. „24… with
the experimental „���… and the theoretical „----… results of
Koumoutsos et al. †15‡ for flow boiling bubble

Fig. 5 Comparison of the present solution „—…, Eq. „26… with
the solution of Daily and Johnson †16‡ „----… for cavitating
bubble
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One of the conditions under which the liquid displacement
force becomes important and must be accounted for is the exact
prediction of the number of bubbles nucleated either homoge-
neously or heterogeneously as a result of flash evaporation oc-
curred in the core of the water-cooled nuclear power reactors after
depressurization following the hypothetical loss of coolant acci-
dent.

The importance of the derivation of an explicit formula for the
liquid displacement force around the growing bubble justifies the
modest mathematical analysis of this paper.

4 Conclusions
A method of calculating analytically the forces due to the dis-

placement of liquid caused by the growing bubble has been pre-
sented. This method was based on integrating the viscous dissipa-
tion function over the surfaces of the bubble. The derived
equations were applied successfully to cases of pool boiling and
flow boiling where bubbles are nucleated heterogeneously and
expanded from solid surface cavities. The derived solution was
also applied to bubble growth due to mass diffusion in the process
of cavitation.

Nomenclature
a � bubble radius, m

Cp � specific heat at constant pressure, kJ/kg K
E � viscous dissipation integral, Nm/s
F � liquid displacement force, N
h � boiling heat transfer coefficient, kW/m2 K

Ja � Jakob number, dimensionless
P � pressure, N/m2

q � heat flux, kW/m2

r � polar coordinate, m
t � time, s

T � temperature, K
U � mean liquid velocity, m/s
Vr � radial component of fluid velocity, m/s
x � fraction of bubble area, dimensionless

Greek
� � thermal diffusivity, m2/s
� � average tube surface roughness in rms value.
� � polar coordinate
� � latent heat of evaporation, kJ/kg
� � dynamic viscosity, kg/ms

� � specific volume, m3/kg
� � density, kg/m3


 � surface tension, N/m

Subscripts
f � liquid
g � vapor
H � high Jakob number
L � low Jakob number
s � surface

sat � saturation
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Natural Convection From Two
Thermal Sources in a Vertical Porous
Layer

Nawaf H. Saeid
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Numerical study of natural convection flow induced by two iso-
thermally heated elements located on adiabatic vertical plate im-
mersed in a Darcian porous medium is carried out in the present
article. The natural convection is affected by the Rayleigh number,
the separation distance between the elements, their temperature
ratio, and the length of the upper element. The numerical results
are presented as average Nusselt number versus Rayleigh number
for wide ranges of the governing parameters. It is found that the
heat transfer from the lower element is not affected by the pres-
ence of the upper element for equal temperatures of the elements.
The heat transfer from the lower element can be enhanced by
increasing the temperature of the upper element due to the suction
effect. The average Nusselt number along the upper heated ele-
ment is found to increase with the increase of any of the governing
parameters. �DOI: 10.1115/1.2136367�

Keywords: heat transfer, natural convection, multiple heat
sources, porous media, finite volume method

Introduction
Free convection heat transfer along vertical/inclined heated/

cooled plate has been studied extensively for both pure fluids and
porous media by various authors. The laminar boundary layer ap-
proximation is generally used in the analysis due to its wide range
of engineering applications. Representative studies participating
to this area and convection heat transfer, in general, can be found
in the recent books �1–5�. Many authors have carried out studies
on free convection about vertical flat plate in porous media.
Johnson and Cheng �6� have studied the transient boundary layer
flow in a porous medium and obtained similarity solutions for
specific variations of wall temperature in time and position. Bejan
and Khair �7� obtained similarity solutions for steady-state natural
convection heat and mass transfer in boundary layer flow about
vertical plates in porous media. Cheng and Pop �8� used the inte-
gral method to investigate the transient free-convection boundary
layer in a porous medium adjacent to a semi-infinite vertical plate
with step change in wall temperature or surface heat flux. Jang
and Ni �9� used the finite difference method to investigate the
transient free convection with mass transfer from an isothermal
vertical flat plate embedded in a porous medium. They found that
the final steady-state temperature and concentration profiles are in
good agreement with the similarity solution of Bejan and Khair
�7� and obtained a simple relation for the propagation of the
leading-edge effect. Murthy et al. �10� studied the effect of double
stratification on free-convection heat and mass transfer in a Dar-
cian fluid-saturated porous medium using the similarity solution
technique of the boundary layer model. Various essential charac-
teristics of steady free and mixed convection in a two-dimensional

horizontal or vertical porous layer have been reported in papers by
Prasad et al. �11�, Lai et al. �12� and Lai and Kulacki �13�.

Free convection along a single heat source has been considered
in the above-mentioned studies. In practice, quite often the free
convection from one heat source affects another one, which may
be placed in the wake of the lower one. These kinds of convection
from multiple heat source problems have been addressed by, for
example, Sparrow and Faghri �14� and Jaluria �15,16�. Their re-
sults indicate the dependence of the heat transfer coefficient for an
element, located in the wake of another, on the energy inputs/
temperatures of the elements and their locations. The purpose of
the present study is to investigate the convection heat transfer
from an isothermal heat source placed in the wake of another one,
when both the heat sources are located on an adiabatic vertical
plate immersed in a porous media. The applications include, for
example, electronic cooling, high-performance insulation for
buildings, grain storage, solar power collectors, and geothermal
energy systems. The effects of the separation distance between the
elements, the temperature of the heat sources, and the lengths of
the heat sources on the natural convection are studied, and results
are presented.

Governing Equations
A schematic diagram of a two-dimensional natural convection

flow from two isothermal heat sources in vertical porous layer
bounded between two vertical walls is shown in Fig. 1.

In the porous medium, Darcy’s law is assumed to hold, and the
fluid is assumed to be a normal Boussinesq fluid. The viscous drag
and inertia terms in the governing equations are neglected, which
are valid assumptions for low Darcy and particle Reynolds num-
bers. The continuity, Darcy, and energy equations for steady flow
in an isotropic and homogeneous porous medium can be written
as

�u

�x
+

�v
�y

= 0 �1�

�u

�y
−

�v
�x

=
− g�K

�

�T

�x
�2�

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

NAL OF HEAT TRANSFER. Manuscript received September 1, 2004; final manuscript
received October 2, 2005. Review conducted by Yogesh Jaluria.

Fig. 1 Schematic diagram of the physical model and coordi-
nate system
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u
�T

�x
+ v

�T

�y
= �� �2T

�x2 +
�2T

�y2� �3�

where u and v are the velocity components along the x- and
y-axes, T is the fluid temperature, g is the gravitational accelera-
tion, � is the coefficient of thermal expansion, K is the permeabil-

ity of the porous medium, � is the kinematic viscosity, and � is the
effective thermal diffusivity of the porous medium.

Equations �1�–�3� may be written in terms of the stream func-
tion defined as u=�� /�y and v=−�� /�x. Subsequent nondimen-
sionalization using

Table 1 Values of Nu1/�Ra for single heat source with different values of Ra

Fig. 2 Effect of the separation distance on the variation of „a… Nu1 and Nu2 „b… Nu2/Nu1,
with Rayleigh number, for L2=1 and �=1

Journal of Heat Transfer JANUARY 2006, Vol. 128 / 105

Downloaded 06 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



� =
T − T�

T1 − T�

; � =
T2 − T�

T1 − T�

; � =
�

�
�4�

together with nondimensionalization of all the lengths based on
the length of the lower heat source �l1� and denoting them by
respective capital letters, leads to the following dimensionless
forms of the governing equations:

�2�

�X2 +
�2�

�Y2 = − Ra
��

�X
�5�

��

�Y

��

�X
−

��

�X

��

�Y
=

�2�

�X2 +
�2�

�Y2 �6�

where Ra is the Rayleigh number for porous medium defined as
Ra=g�K�T1−T��l1 /��, and the dimensionless boundary condi-
tions are

��0,Y� = 0; ��0,Y� = 1 at 0 	 Y 	 1; ��0,Y� = � at �1 + D�

	 Y 	 �1 + D + L2� and otherwise ���0,Y�/�X = 0 �7a�

��L,Y� = 0; ��L,Y� = 0 �7b�

���X,− S1�/�Y = 0; ��X,− S1� = 0 �7c�

�2��X,S2�/�Y2 = 0; ���X,S2�/�Y = 0 �7d�

The physical quantities of particular interest in this problem are
the average heat transfer coefficients along the heat sources, de-
fined by

h̄1 =
1

l1
�

0

l1 − k

�T1 − T��
� �T

�x
�

x=0
dy �8a�

h̄2 =
1

l2
�

l1+d

l1+d+l2 − k

�T2 − T��
� �T

�x
�

x=0
dy �8b�

where k is the effective thermal conductivity of the porous me-
dium. From Eq. �8�, the average Nusselt number along the heat
sources can be calculated as

Nu1 =
h1l1
k

= −�
0

1 � ��

�X
�

X=0
dY �9a�

Nu2 =
h̄2l2
k

=
− 1

�
�

1+D

1+D+L2 � ��

�X
�

X=0
dY �9b�

Fig. 3 Isotherms „left…, stream lines „right… for L2=1, �=1 and D=3: „a… Ra=100 „��=0.1, ��=1…, „b…
Ra=250 „��=0.1, ��=2…, „c… Ra=1000 „��=0.1, ��=5… „only important region is shown…
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Numerical Scheme
Equations �5� and �6� subjected to the boundary conditions �7�

are integrated numerically using the finite volume method �17�.
The central differencing scheme is used for the diffusion terms of
the energy equation �6� as well as for the momentum equation �5�.
The quadratic upwind differencing QUICK scheme �18� is used for
the convection terms formulation of the energy equation �6�. The
linear extrapolation, known as mirror node approach, is used for
the boundary conditions implementation. The resulting algebraic
equations were solved line by line using the tridiagonal matrix
algorithm iteration. The iteration process is terminated under the
following condition:

	
i,j



i,j
n − 
i,j

n−1


	
i,j



i,j
n 


	 10−5 �10�

where 
 is the general dependent variable which can stands for
either � or � and n denotes the iteration step. In the present study,
it is assumed that the width of the solution domain is equal to the
heat source length, or L=1. The lengths on the upstream and
downstream sides of the heat sources �S1 and S2�, are taken as 0.5
and 15, respectively, to ensure the correct boundary conditions
�7c� and �7d�. The mesh size used is �30�250� along X- and
Y-axis, respectively. The developed code is essentially a modified
version of a code built and validated in previous work �19,20�.

To check the accuracy of the present numerical method, the
results of the present numerical scheme for the case of single heat
source with different Rayleigh numbers were obtained and pre-
sented in Table 1. The average Nusselt number defined in Eq. �9�
is calculated using the boundary and the next two grid values of
the nondimensional temperature in the X direction. The grid inde-
pendence test is performed for equal spacing mesh with two dif-
ferent sizes �30�250� and �60�500� for the domain defined

above. The maximum difference in the results is found to be
�3%; therefore, the mesh size �30�250� is used to generate the
results. Moreover, the value of Nu1/�Ra=0.888 is known from
the similarity solution of the boundary layer equations based on
the Darcy model of the present problem, which is found by Cheng
and Minkowycz �21�. It can be seen from Table 1 that the value
Nu1/�Ra=0.888 is approached at high values of Rayleigh num-
ber, where the boundary layer theory is applicable. These results
provide confidence to the accuracy of the developed code for pre-
dicting the free convection along single heat source; therefore, it
is used to generate results for the two heat sources.

Results and Discussion
For two heat sources, the results are generated to show the

effect of the four governing parameters D, L2, �, and Ra on the
average Nusselt number along both the heated elements. The
variations of the average Nusselt number with the Rayleigh um-
ber, for wide range of the governing parameters are depicted in
Figs. 2, 4, and 5.

The effect of the separation distance on both Nu1 and Nu2 is
shown in Figs. 2�a� and 2�b� for L2=1 and �=1. It is found that
Nu1 is not affected by D for the whole range of Ra since both the
elements are kept at same temperature as shown in Fig. 2�a�. The
effect of the separation distance on Nu2 is clear and increasing the
separation distance leads to increase in Nu2 for the whole range of
Ra as can be seen from Fig. 2�a�. The increase in Nu2 is more
when D is increased from D=0 to D=1, than that obtained by
increasing D from D=1 to other values for the whole range of Ra.
It is evident that the fluid velocity and temperature around the
isothermal upper element increase with decreasing D. The present
results show that the increase in the velocity near the upper ele-
ment, which is trying to enhance the heat transfer when the two

Fig. 4 Effect of the upper element temperature on the variation of Nu1 and Nu2 with Rayleigh number,
for L2=1 and D=0
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elements near each other, has less influence on Nu2 than the in-
crease in temperature in the same region, which leads to reduce
Nu2.

The effect of D on the ratio Nu2/Nu1 for different Ra is shown
in Fig. 2�b�. It can be seen from this figure that for small values of
Ra the ratio Nu2/Nu1 increases with increasing Ra for D=0. It
can also be seen that for D=1 to D=5, the ratio Nu2/Nu1 de-
creases with increasing Ra for small values of Ra, where the con-
duction mode is dominated as it is evident from Fig. 3�a�. It
reaches a minimum value at moderate value of Ra, when the
convection currents start to play a role, as shown in Fig. 3�b�, after
which Nu2/Nu1 is increasing with Ra, when the convection mode
is dominated as shown in Fig. 3�c�. To check the accuracy of the
results, the solution domain is enlarged to S2=30 and the mesh
size is increased to �30�500�. The maximum difference found in
the values of both Nu1 and Nu2 is �0.6%, which indicates satis-
faction of gradient boundary condition at the top boundary.

The variations of Nu1 and Nu2 with Ra are shown in Fig. 4 for
different values of � and fixed values of L2=1 and D=0. Figure 4
shows that Nu2 is lower than Nu1 when �=0.5 and �=1 for the
entire range of Ra considered in the analysis. Negative values of
Nu2 were observed when �=0.5, which means that the upper heat
source is receiving the heat �heat sink� even if its temperature is
higher than the opposite vertical wall. In contrast to that, Nu2
Nu1 for ��2 and for the whole range of Ra. It is important to
note that Ra is defined based on the temperature and length of the
lower element and the effective Raleigh number near the upper
element is Ra2=Ra���L2. Therefore, the increase in Nu2 with
increasing � is due to increase in the value of effective Raleigh
number near the upper element.

It is interesting to observe from Fig. 4 that Nu1 increases as �
is increased. These results are of practical significance since in-
creasing the temperature of the upper element can enhance the
heat transfer from the lower element especially when the separa-
tion distance is small. For high values of �, the convection cur-
rents along the upper element will be developed and the buoyancy
forces will work as suction forces on the fluid near the lower
element causing the increase in Nu1.

Finally, the effect of the length of the upper heated element is
studied. In this case, the temperature of the two elements are
assumed to be equal and the separation distance is fixed at D=1.
The results in Fig. 5 show that the variation of Nu1 with Ra is not
effected by changing L2 and it is similar to that shown in Fig. 2�a�.
On the other hand, Nu2 is increasing with increasing length of the
upper element for the whole range of Ra as shown in Fig. 5. It is
important to note here that the effective Raleigh number near the
upper element Ra2 is increasing with increasing length of the up-
per element, which leads to increase Nu2.

Conclusions
The natural convection flow, induced by two isothermal heated

elements located on vertical plate immersed in a Darcian porous
medium, is studied numerically in this paper. The full two-
dimensional governing equations are considered instead of the
boundary layer equations. In additional to the Rayleigh number,
the effects of the separation distance between the elements, source
temperature, and the length of the upper element on the heat trans-
fer from both heat sources were investigated. Wide ranges of these
governing parameters are selected, and their effects on the average
Nusselt number along the lower and upper heated elements are
presented. It is found that the heat transfer from the lower element
is not affected by the presence of the upper element for the case
when temperatures of both the elements are equal. The heat trans-
fer from the lower element can be enhanced by increasing the
temperature of the upper element due to suction effect especially
when the separation distance is small. The average Nusselt num-
ber along the upper heated element is found to increase with the
increase of any of the governing parameters.
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